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Abstract. In this paper, a high order accurate spectral method is presented for the
space-fractional diffusion equations. Based on Fourier spectral method in space and
Chebyshev collocation method in time, three high order accuracy schemes are pro-
posed. The main advantages of this method are that it yields a fully diagonal represen-
tation of the fractional operator, with increased accuracy and efficiency compared with
low-order counterparts, and a completely straightforward extension to high spatial di-
mensions. Some numerical examples, including Allen-Cahn equation, are conducted
to verify the effectiveness of this method.
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1 Introduction

Fractional differential equations have been proved to be valuable tools in modeling of
many phenomena in various fields. In water resources, fractional models provide a use-
ful description of chemical and contaminant transport in heterogeneous aquifers [1, 2].
In transport dynamics, they have been used to describe transport dynamics in complex
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systems which are governed by anomalous diffusion and non-exponential relaxation pat-
terns [3]. Moreover, they are also used in finance, engineering and physics (see [4-6] and
references cited therein).

In this paper, we consider the following space fractional diffusion equation

a”é’t“'t) = —K(=A)"2u(x,t)+ f(x,tu), (x,t)€(a,b)x(0,T), wn
u(x,0)=up(x), x € la,b],

with the homogeneous Dirichlet or homogeneous Neumann boundary conditions. Here
K >0 is the conductivity or diffusion tensor, and (—A)*/2 is the fractional Laplacian op-
erator [7] with 1 <« <2. The function f = f(x,t,u) denotes the nonlinear source term.

There are many numerical methods to discretize the fractional Laplacian operator of
problem (1.1). However, fractional differential operator is non-local red operator, which
generates computational and numerical difficulties that have not been encountered in
the context of the classical second-order diffusion equations. For space-fractional dif-
fusion equations, numerical methods often generate full coefficient matrices with com-
plicated structures [8-11]. In this paper we use Fourier spectral methods [12-14] to dis-
cretize the space-fractional derivative. This approach gives a full diagonal representation
of the fractional operator and achieves spectral convergence regardless of the fractional
power in the problem. Meanwhile, the application to high spatial dimensions is the same
as the one-dimensional problem. For the temporal discretization, based on Chebyshev
nodes [15,16], the second-order Crank-Nicolson (CN) method and third-order implicit-
explicit IMEX) Runge-Kutta method [17] are used on the Chebyshev grids, respectively.
Numerical experiments in Section 3 show that the time accuracy using Chebyshev grids
is more accurate than using uniform grids.

The outline of this paper is as follows. In Section 2, three collocation/spectral nu-
merical schemes are given for the space fractional diffusion equation (1.1). In Section 3,
three numerical examples are carried out to verify the high efficiency of the proposed
method, including the space-fractional Allen-Cahn equation in two dimensions. Finally,
conclusions are drawn in Section 4.

2 High-order accurate schemes

In this section, we present three numerical schemes to simulate the asymptotic behavior
of solution for the space fractional diffusion equation (1.1). The proposed schemes are
based on Fourier spectral method in space and the collocation technique in time. In
order to simplify the notations and without lose of generality, we only present numerical
schemes for the one-dimensional space-fractional diffusion equation.
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2.1 Fourier spectral spatial discretization

This subsection starts to present high-order accurate spectral method approximating the
initial boundary value problem (1.1). The symbol (—A)%*/? has the usual meaning as
a function of Laplacian (—A), which is defined in terms of its spectral decomposition.
In order to illustrate the main idea of the proposed method, the following definition is
adopted.

Definition 2.1. Suppose the one-dimensional Laplacian (—A) has a complete set of or-
thonormal eigenfunctions ¢; corresponding to eigenvalues A; on the bounded region
[a,b],i.e, (—A)p;=A;@;. Let

ua:{u: Digi, M= (u, @i), Y |0i[*|Ai|"* <oo, 1<1X§2}-
i=0 i=0
Then for any u €U, the Laplacian (—A)*/? is defined by
(—8)2u=Y A%, 2.1)
i=1

where A; and ¢; will depend on the specified boundary conditions:
(1) Homogeneous Dirichlet boundary condition

AR C e

(2) Homogeneous Neumann boundary condition

v=(a) o= ()

From Definition 2.1, we know that Y- ' 1;¢;(x) can be used to approximate the exact
solution u(x), where N is a positive integer.
Meanwhile, by combined with Eq. (2.1), the i-th Fourier mode of Eq. (1.1) becomes
oil; .
a_;:—ICAf‘/zui—i—fi(t,u), 2.2)

where f; is the i-th Fourier coefficient of the source term.

Remark 2.1. For the one-dimensional problems, it is widely assumed that fractional

[14

Laplacian operator —(—A)? is equivalent to the Riesz fractional derivative ﬁ under
homogeneous Dirichlet boundary conditions [24]. However, it is difficult to extend this
method to Caputo or Riemann Liouville derivative. For both kinds of fractional deriva-
tives, much effort has been devoted to develop high order spectral methods, such as least
square spectral method [25], spectral collocation method [26,27]. The research on these

aspects will be reported in our future work.
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2.2 Chebyshev collocation time discretization

It is well known that Chebyshev points are the best for Cauchy optimality and they are
very powerful in high order polynomial approximation. Continuous functions defined
on [-1,1] can be approximated very accurately by using the polynomial interpolation with
enough Chebyshev points. Above all, the rate of convergence of a scheme can be accel-
erated using Chebyshev points. In this subsection, we use Chebyshev points to discrete
the time variable, and three high order accuracy schemes are proposed based on CN
method [21,22] and IMEX Runge-Kutta method with the non-uniform time step size.
Chebyshev polynomials are a well known family of orthogonal polynomials that have
many applications [19,20]. They are defined on the interval [—1,1] and related recursively
by
Tws1(z) =2z Ty (2) —Ty-1(z), m=1,2,---, (2.3)

where Tp(z) =1 and Ty (z) =z.
The Chebyshev nodes z,, of degree M are the zeros of Tjs, namely

M) for m=1,2,--,M. (2.4)

zm:cos<7t— i

For practical use of the Chebyshev nodes on the time interval of interest ¢ € [0,T], it is
necessary to shift these nodes by the following relationship:

tm= Iz +I
m2Tm
Then the Chebyshev grids T = {t,,|0 <m < M+1} with to=0,ty+1 =T are given corre-
spondingly.

Based on the time interval [t,t,;+1], a CN type finite difference scheme for Eq. (2.2)
can be given as follows:

Aam+1l _ Am
Al _ g 1

ST~ — KA (@ )+

(filtasr, ™)+ fitwm,u™)),
tm+1 —tm

N =

where 2" and f;(t,,,u™) are the i-th Fourier functions of u and f at t,,, respectively. Note
that the center point of the interval implies that scheme S1 has a truncation error with an
O((ty+1—tm)?) temporal error component.

However, for the nonlinear case, we need use an iterative method to solve the result-
ing algebraic system. In order to overcome this drawback, the following linearization
scheme is needed

t — bty t —t _
e ST R LT PR B TS S TP
(thrl _tM)(tm+l _tmfl) azﬁ(tm+1/”m+l)

5 ¥ +0(1),

+




278 S. Zhai et al. / J. Math. Study, 47 (2014), pp. 274-286

where T=maxo<pm<m—1(Fm+1—tm)-
Then, it follows from scheme S1 that

el gm 1 tyst b —2b0-1 »
S2: i i :__KA4/2 am+l | am m+1 m m—1 2 t, m
thrl_tm 2 ! (uz +ul )+ Z(tm—fmfl) fl( msU )
taq—t A _
—Mﬂ(fmq,um 1),

2ty —tm—1)

where the evaluation of i} can be obtained by using scheme S1 for this single time step.

Scheme S2 can be seen as an IMEX scheme, which is a combination of second-order
Adams-Bashforth scheme for the explicit term f(t,u) and CN scheme for the implicit
term (—A)*/?u.

Note that both schemes are only second-order accuracy in time. In order to construct
higher-order scheme, we will investigate the performance of IMEX Runge-Kutta scheme
for the stiff and nonstiff terms. The s-stage IMEX Runge-Kutta scheme from t,,_1 to t,
can be generally represented as:

S . S .
j=1 j=1

with internal stages given by

() = ym—1 4 O] J Il (I-1)
oV =u +5TZZ ;181 (tm +¢107,0 )+5TZZ 482 (tm+c107,00"Y), 1<I1<s,
=1 =1

where :=t,,—t,,_1, and g1 is the implicitly treated part, while g, is the explicitly treated
part.
IMEX Runge-Kutta schemes can be represented concisely by two Butcher tableaus

[17],
A ¢l A
#—fc ; %C T (2.6)

where A:{alj}szl, c=[c1,c2, -+ ,¢s]T, b=[b1,c2,--,bs]" and notations A, ¢, b can be defined
similarly. Moreover, the coefficients c and ¢ are given respectively by the usual relation

/ -1
Cl:Zalj and 512251]
j=1 j=1
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Now we use a third-order accurate IMEX Runge-Kutta scheme

o o

2.7)

=N WINN =

= NI—WINNI= O

NIOJNIU)N|LO\I>—‘NI>—'
N|L|”N|QL)NI>—'NI>—‘ o
NIHNIRNI~ © O
NIHNI— O © O
|
QT
BRI, O © O
| |
u>|\]u>|\] O O OO
OO O O OO

NN

A [ OV T TNl— O
|
o0

to solve Eq. (2.2). The scheme, which will be called S3, consists of applying an implicit
discretization for —IC/\?‘/ 21; and an explicit one for f;(t,u).

Remark 2.2. Note that the two-dimensional case can be handled trivially in the previous
formulations by simply replacing A?/?, #; and f; by (Ai+A;)*/2, i;; and f;;, respectively,
where

mij={u, i), Jii={f, @ij)
and the orthonormal eigenfunctions ¢;; corresponding to eigenvalues A;+A; in a rectan-
gular region [a,b]?.

Remark 2.3. It is well known that the CN scheme is an unconditionally stable, implicit
scheme with second-order accuracy in time [21,22], i.e., scheme S1 in this paper is uncon-
ditionally stable. Nevertheless, scheme S2 is conditionally stable, which has a reasonable
time step restriction for larger K and small space step [23]. For scheme S3, we know from
the discussion given in [17] that it is L-stable.

3 Numerical experiments

In this section, three numerical examples are presented to demonstrate the efficiency and
accuracy of the proposed method. We compute the maximum norm errors

Error(M) :O%zg\llufw—u(xi,T) |, Error(M) :ng?zN | uf}-/l—u(xi,yj,T) |

for one- and two-dimensional cases, respectively. We also compute the temporal conver-

gence order
Rate=1og2 (Error(M)) —log2(Error(2M)).

The order of accuracy is formally defined when the mesh size approaches to zero. There-
fore, when M is relatively small, the numerical scheme may not achieve its formal order
of accuracy.

Comparison with the related work [28] is presented to show the effectiveness of the
proposed method. Meanwhile, numerical results on the uniform time step sizes are also
provided.



280 S. Zhai et al. / J. Math. Study, 47 (2014), pp. 274-286

Problem 1

In order to compare our schemes with Bueno-Orovib et al.” scheme [28] (denoted by
S0), we first consider a one-dimensional problem with homogeneous Dirichlet boundary
conditions in their paper. The exact analytical solution and the corresponding force term
in x€(0,1) are given by

{ u(x,t) =t*sin®(27x),
f(x,tu)=5%{3[1+ (2m)"]sin(27rx) — [1+ (67)*]sin(67tx) } +at*sin’ (27x) — K.

The data in Tables 1 and 2 show the maximum norm errors for the numerical solution
with «=1.5, =10, N=51 and T=1. From both tables we find that the numerical results
on Chebyshev grids are much better than those on uniform grids in time. As predicted,
all of them generate the correspondingly temporal convergence orders when M is large
enough.

Meanwhile, numerical results in Table 1 show that schemes S1-S3 are more accurate
than SO when M > 1000, and scheme S1 can obtain the highest accuracy. Of course, this
scheme need iteration. In fact, we find four or less iterations are sufficient to obtain high
precise numerical solution in our computation. Moreover, although scheme S3 is third

Table 1: Numerical results of Problem 1 using Chebyshev collocation points in time at T=1, N=51 and a=1.5
with =10.

M 10 20 40 1000 2000 4000
SO | Error | 5.1396e-5 2.1458e-5 1.0911e-5 3.5709e-7  1.8682e-7  9.3227e-8
Rate - 1.01 1.13 - 1.01 1.00
S1 | Error | 2.463le-6 6.8686e-8 6.8946e-9 8.4343e-12 2.1062e-12 5.3058e-13
Rate - 5.16 3.32 - 2.00 1.99
S2 | Error | 3.7633e-4 4.2311e-5 1.1961e-5 1.6708e-8  4.1573e-9  1.0369e-9
Rate - 3.15 1.82 - 2.01 2.00
S3 | Error | 2.6994e-3 8.3553e-4 1.7897e-4 2.7754e-8  3.5706e-9  4.5295e-10
Rate - 2.00 2.22 - 2.96 2.98

Table 2: Numerical results of Problem 1 using uniform grids in time at T=1, N=51 and a=1.5 with £=10.

M 10 20 40 1000 2000 4000
SO | Error | 1.8145e-4 9.0026e-5 4.4902e-5 1.7977e-6  8.9879%e-7  4.4938e-7
Rate - 1.01 1.00 - 1.00 1.00
S1 | Error | 9.5033e-5 5.0467e-6 1.4862e-7 1.5410e-10 3.7906e-11 9.4332e-12
Rate - 4.24 5.09 - 2.02 2.01
S2 | Error | 1.7109e-2  1.5302e-3 2.2655e-4 3.5727e-7  8.9305e-8  2.2325e-8
Rate - 3.48 2.76 - 2.00 2.00
S3 | Error | 4.1329e-2 1.5886e-2 5.3177e-3 5.3660e-6  8.1451e-7  1.1345e-7
Rate - 1.38 1.58 - 2.72 2.84
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order accurate in time, it does not show a selective superiority until M=4000. As a whole,
scheme S1 would be the best choice.

Problem 2

To better illustrate the efficiency of the proposed method, we extend Problem 1 to two-
dimensional case. The exact solution and the corresponding force term in (x,y) € (0,1)?
are given by

u(x,y,t) =t*sin’(27rx) sin® (271y),
f(x,y,t) =%sin’(2my) {3[1+ (2)*]sin(27tx) — [14 (677)*|sin(67x) }
+%sin®(27x) {3[1+ (27)*]sin(27ry) — [1+ (67)¥] sin(67y) }
+at*1sin® (271x) sin® (271y ) — 2K u.
In this test, we fix a = 1.5, £ =10 and N =51. The numerical results at T =1 are

presented in Tables 3 and 4. Again, the data in Table 3 are more accurate than those in
Table 4, which further confirm that scheme S1 is the best choice.

Table 3: Numerical results of Problem 2 using Chebyshev collocation points in time at T=1, N=51 and a=1.5
with =10.

M 10 20 40 1000 2000 4000
SO | Error | 1.4924e-5 7.4113e-6 3.3836e-6 1.1049e-7  5.4926e-8  2.7383e-8
Rate - 1.01 1.13 - 1.01 1.00
S1 | Error | 2.9249e-7 7.4557e-8 3.0335e-9 1.7145e-12 4.2433e-13 1.1025e-13
Rate - 1.97 4.62 - 2.01 1.94
S2 | Error | 8.7158e-5 2.1083e-5 5.2248e-6 7.4256e-9  1.8432e-9  4.5929e-10
Rate - 2.05 2.01 - 2.01 2.00
S3 | Error | 8.9296e-4 8.2705e-4 2.0534e-4 4.0049e-8  5.2063e-9  6.6403e-10
Rate - 0.11 2.01 - 294 297

Table 4: Numerical results of Problem 2 using uniform grids in time at T=1, N=51 and a=1.5 with £=10.

M 10 20 40 1000 2000 4000
SO | Error | 7.8758e-5 3.9075e-5 1.9496e-5 7.8599e-7  3.9304e-7  1.9652e-7
Rate - 1.01 1.00 - 1.00 1.00
S1 | Error | 1.2253e-4 1.1123e-5 1.3508e-7 8.3852e-11 1.7874e-11 4.2096e-12
Rate - 3.46 6.36 - 223 2.09
S2 | Error | 3.2626e-2 5.7927e-3 2.7993e-4 3.5943e-7  8.9847e-8  2.2460e-8
Rate - 2.49 4.37 - 2.00 2.00
S3 | Error | 5.0527e-2 2.2102e-2 8.5801e-3 1.4533e-5 2.3483e-6  3.4099%e-7
Rate - 1.19 1.37 - 2.63 2.78
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Problem 3

The Allen-Cahn equation represents a model for anti-phase domain coarsening in a bi-
nary mixture. The continuous problem has a decreasing total energy [29-31]. Now we
consider the following space-fractional Allen-Cahn equation

ur=—K(=M)*"*u+u—ud,

with homogeneous Neumann boundary conditions, and the initial conditions are
1(x,0) = %sin(37r/2x) (cos(mx)—1), xe(—1,1)
and
u(x,y,0)= %sin(37r/2x)sin(37t/2y) (cos(rtx)—1)(cos(ry) —1), (x,y)e(—1,1)?

for one- and two-dimensional cases, respectively.

In this test, setting X =0.01, N =100 and 7 =1. All numerical results are obtained
by scheme S1. Fig. 1(a-c) show the time evolution of the one-dimensional Allen-Cahn
equation for varying «. Fig. 1(a) shows that the initial datum evolves to an intermediate
unstable equilibrium, followed by a rapid transition to stable state of u = +1. As the

u(x,t)
u(x,t)
u(x,t)

W
E(u)
E(u)

o 500 1000 1500 2000 0 500 1000 1500 2000 0 500 1000 1500 2000

t t t

(d) a=2 (e) a=1.5 f) a=1.1

Figure 1: Numerical solution and corresponding energy of the one-dimensional space-fractional Allen-Cahn
equation for varying a.
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(®) (h) (i)

Figure 2: The contour plots of numerical solution of the two-dimensional space-fractional Allen-Cahn equation
for varying «a.

fractional power is decreased, Fig. 1(b) shows the lifetime of the unstable interface is
largely prolonged, eventually becoming fully stable due to the long-tailed influence of
the fractional diffusion process (Fig. 1(c)). Correspondingly, Fig. 1(d-e) show the trend of
energy evolution E(u), which can be written as

E(u) :/Q (% | Vul* +i(u2—1)2)dx.

Figs. 2 and 3 show the contour plots and corresponding energy of the two-dimensional
space-fractional Allen-Cahn equation for varying «. The same conclusions as the one-
dimensional case can be obtained.
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E(u)
E(u)
E(u)

o2 \ o2 \ ) S
0 200 400 600 800 1000 0 200 400 600 800 1000 0 200 400 600 800 1000
t t t

(@) a=2 (b) «=1.8 (c) a=1.7

Figure 3: The energy of the two-dimensional space-fractional Allen-Cahn equation for varying a.

4 Conclusions

In this work, three numerical schemes for solving space-fractional diffusion equation are
proposed based on Fourier spectral method in space and collocation method in time.
Numerical experiments have shown that the numerical results on Chebyshev grids are
more accurate than those on the uniform grids in time, and scheme S1 may be the best
choice in this work. Meanwhile, although scheme S3 has third-order convergence in
time, the precision advantage would not be displayed unless the Chebyshev nodes M is
big enough. So scheme S3 is not applicable to long time behavior, such as Allen-Cahn
equation. Moreover, the delay effects [18] of fractional operator are also confirmed.
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