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Abstract. In this article, a new technique for deriving integrable hierarchy
is discussed, i.e., such that are derived by combining the Tu scheme with the
vector product. Several classes of spectral problems are introduced by three-
dimensional loop algebra and six-dimensional loop algebra whose commutators
are vector product, and the six-dimensional loop algebra is derived from the en-
largement of the three-dimensional loop algebra. It is important that we make
use of the variational method to create a new vector-product trace identity for
which the Hamiltonian structure of the isospectral integrable hierarchy is worked
out. The derived integrable hierarchies are reduced to the modified Korteweg-de
Vries (mKdV) equation, generalized coupled mKdV integrable system and non-
isospectral mKdV equation under specific parameter selection. Starting from
a 3×3 matrix spectral problem, we subsequently construct an explicit N -fold
Darboux transformation for integrable system (2.8) with the help of a gauge
transformation of the corresponding spectral problem. At the same time, the
determining equations of nonclassical symmetries associated with mKdV equa-
tion are presented in this paper. It follows that we investigate the coverings
and the nonlocal symmetries of the nonisospectral mKdV equation by applying
the classical Frobenius theorem and the coordinates of a infinitely-dimensional
manifold in the form of Cartesian product.
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1 Introduction

It has been a hot topic in searching for new integrable systems. Since Magri [1]
proposed the Lax pair method for generating integrable equations, a lot of experts
and scholars have devoted them to this research field so that a variety of modified
methods have been developed in the past few years [2–8]. One of the most clas-
sical method [6] called Tu scheme by Ma [7] applies Lax pairs adjoint with finite-
dimensional Lie algebras to investigate integrable equations. Before we present the
scheme, a few of basic notations are first introduced.

LetG be a matrix Lie algebra over the complex field C and G̃=G⊗C(λ,λ−1) be its
loop algebra, where C(λ,λ−1) is the set of Laurent polynomials in λ. The gradation
of G̃ is taken by deg(x⊗λn) =n,x∈G. Let g∈ G̃ and g=

∑
ngn, deggn =n, be its

gradation decomposition. Set g+ =
∑

n≥0gn, we consider the isospectral problem

ϕx=U(u,λ)ϕ,

with U =U(u,λ)=e0(λ)+u1e1(λ)+···+upep(λ), where u=(u1,··· ,up) is a potential
function, e0(λ),e1(λ),··· ,ep(λ)∈G̃. Suppose e0,e1,··· ,ep are linearly independent and
ε0>0, ε0>εi, i=1,··· ,p; here εi=degei. The explicit steps of Tu scheme for generating
Lax integrable systems are as follows:

First, we take a solution V =V (λ) of the equation

Vx(λ)=[U(λ),V (λ)].

Second, we search for ∆n∈G̃ so that, for V (n) =(λnV )++∆n, it holds that

V (n)
x −[U,V (n)]=Ce1+···+Cep.

This requirement yields a hierarchy of evolution equations

Utn =V (n)
x −[U,V (n)]. (1.1)

Finally, using the trace identity

δ

δui

〈
V,
∂U

∂λ

〉
=λ−γ

∂

∂λ
λγ
〈
V,
∂U

∂ui

〉
deduces the generalized Hamiltonian structure of (1.1), where 〈x,y〉=tr(xy), x,y∈G̃.
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By utilizing the scheme, many interesting integrable hierarchies of evolution
equations and the corresponding Hamiltonian structures were obtained [9–13]. Also
applying Lax pair method, Li Yishen [14, 15] proposed a way for generating non-
isospectral integrable hierarchies, which means the spectral parameter λ is given
by

λt=
n∑

m=0

km(t)λm.

It follows that Ma and Qiao presented some nonisospectral integrable hierarchies in
the special case λt =M(t)λn [4, 5]. Recently, many nonisospectral super or multi-
component integrable hierarchies were followed to produce in [16–20]. It follows that
some properties of integrable hierarchies and reduced equation can be discussed in
terms of the approaches introduced in [21–26] (such as Bäcklund transformation,
Darboux transformation, symmetries and so on). More recently, Zhang et al. [27]
proposed a new technique to derive isospectral and nonisospectral integrable hier-
archies. Different from previous methods, the method mainly uses vector-product
loop algebra to introduce linear spectral problems. At the same time, the normal
zero curvature equation is replaced by the vector product zero curvature equation.

Here, it is quite necessary to recall the basic notations and computing formulae.

Definition 1.1. The outer product (also called vector product) of two vectors ~a and
~b in the space R3 is denoted by ~a×~b whose length is given by

|~a×~b|= |~a||~b|sin〈(~a,~b)〉,

whose direction is required to be vertical to the vector ~a and ~b, further satisfies the
right-handed coordinate system. For arbitrary vectors ~a, ~b, ~c, the vector product
possesses the following properties

(1) ~a×~b=−(~b×~a),

(2) (λ~a)×~b=λ(~a×~b),

(3) ~a×(~b+~c)=~a×~b+~a×~c, (~a+~b)×~c=~a×~c+~b×~c.

Assume ~e1, ~e2 and ~e3 are unit coordinate vectors in the right-handed vectical co-
ordinate system {0;~e1,~e2,~e3}, then for arbitrary vectors ~a=(a1,a2,a3), ~b=(b1,b2,b3)∈
{0;~e1,~e2,~e3}, where ai, bi are coordinates of the vectors ~a and ~b, respectively, the

vector product of the vectors ~a, ~b is given by

~a×~b=det

 ~e1 ~e2 ~e3
a1 a2 a3
b1 b2 b3

.
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Denote a vector space by S, that is

S=span{~e1,~e2,~e3},

then arbitrary a row vector space W with three dimensional is isomorphic to the
space S. Therefore, for arbitrary vectors ~a,~b∈W , we define a commutation operation
by vector product

[~a,~b]ν =~a×~b. (1.2)

It can be verified that W is a Lie algebra. That is,

Theorem 1.1. For three dimensional row-vector space W, if ~a,~b∈W satisfy (1.2),
then W is a Lie algebra.

Theorem 1.2. For arbitrary vectors ~U,~V ,~φ∈W, suppose that

~φx= ~U×~φ, ~φt= ~V ×~φ, (1.3)

then the compatibility condition of (1.3) leads to a new form of zero curvature equa-
tion

~Ut− ~Vx+~U×~V =~0, (1.4)

which is also called a vector-product zero curvature equation.

The detailed proof of Theorems 1.1 and 1.2 has been shown in [27].

The aim of this paper is to generate new integrable hierarchies with the aid of vec-
tor product zero curvature equation and vector product loop algebra. To be specific,
by means of the Lie algebra S, we construct the isospectral and nonisospectral mod-
ified Korteweg-de Vries (mKdV) integrable hierarchies. Among them, the derived
isospectral integrable hierarchy is reduced to the generalized mKdV system (2.8).
Under specific parameter selection, the generalized mKdV integrable system is fur-
ther reduced to the mKdV equation (2.9) and generalized coupled mKdV integrable
system (2.10). In particularly, we discuss in detail the Darboux transformation for
(2.8) and nonclassical symmetries for (2.9). Meanwhile, the nonisospectral mKdV
integrable hierarchy is reduced to the nonisospectral mKdV equation whose nonlo-
cal symmetry are also presented. In the last section, the high-dimensional vector-
product Lie algebra G equipped with two loop algebras are applied to derived some
integrable hierarchies which can again be reduced to the mKdV equation and non-
isospectral mKdV equation which differ only in coefficients from those obtained in
Section 2.
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2 Isospectral and nonisospectral modified

Korteweg-de Vries integrable hierarchies

2.1 Isospectral integrable hierarchy

Firstly, we show a Lie algebra S=span{~e1,~e2,~e3}, where ~ej(n)=~ejλ
n, and along with

the commutators

~e1(m)×~e2(n)=~e3(m+n), ~e2(m)×~e3(n)=~e1(m+n), ~e3(m)×~e1(n)=~e2(m+n).

Consider the following spectral problems

~φx= ~U×~φ, ~U=2~e1(1)+q~e2(0)+r~e3(−1)+s~e1(−1), (2.1a)

~φt= ~V ×~φ, ~V =
∑
m≥0

(am~e1(−m)+bm~e2(−m)+cm~e3(−m)). (2.1b)

Solving the station zero curvature equation

~Vx= ~U×~V (2.2)

yields

am,x=qcm−rbm−1, (2.3a)

bm,x=−2cm+1+ram−1−scm−1, (2.3b)

cm,x=2bm+1−qam+sbm−1. (2.3c)

Take b0 =c0 =0, a0 =α(t), a1 =c1 =0, then one has

b1 =
αq

2
, b2 =0, c2 =

αr

2
−αqx

4
, a2 =−αq

2

8
, (2.4a)

b3 =
α

4
rx−

α

8
qxx−

α

16
q3−α

4
qs, c3 =0, (2.4b)

c4 =− α

16
q2r−α

4
rs+

α

8
qxs−

α

8
rxx+

α

16
qxxx+

3α

32
q2qx+

α

8
(qs)x,··· , (2.4c)

a2k+1 =c2k+1 =0, b2k+2 =0. (2.4d)

Note that

~V
(n)
+ =

n∑
m=0

(am~e1(−m)+bm~e2(−m)+cm~e3(−m))λn=λn~V −~V (n)
−

=λn~V −
∞∑

m=n+1

(am~e1(−m)+bm~e2(−m)+cm~e3(−m))λn,
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then (2.2) can be broken down into

−~V (n)
+,x+~U×~V (n)

+ =(~V
(n)
− )x−~U×~V (n)

− . (2.5)

We find that the gradation of the left-hand side of (2.5) is more than −1, while the
right-hand side is less than 0. Therefore, taking the gradations 0 and −1 in (2.5),
one has

−~V (n)
+,x+~U×~V (n)

+ =−rbn~e1(−1)+(ran−scn)~e2(−1)+sbn~e3(−1)

−2bn+1~e3(0)+2cn+1~e2(0).

Hence, choose n=2k+1, the isospectral zero curvature equation

∂~U

∂u
ut−~V (n)

+,x+~U×~V (n)
+ =~0 (2.6)

leads to the isospectral mKdV integrable hierarchy

ut=

 q
r
s


t

=

 −2c2k+2

−sb2k+1

rb2k+1

. (2.7)

When k=1, the hierarchy (2.7) reduces to

qt=
α

8
q2r+

α

2
rs−α

4
qxs+

α

4
rxx−

α

8
qxxx−

3α

16
q2qx−

α

4
(qs)x, (2.8a)

rt=−
α

4
rxs+

α

8
qxxs+

α

16
q3s+

α

4
qs2, (2.8b)

st=
α

4
rrx−

α

8
qxxr−

α

16
q3r−α

4
qsr. (2.8c)

Specially, set s=0, r=0, (2.8) reduces to

qt=−
α

8
qxxx−

3α

16
q2qx, (2.9)

which is modified mKdV equation.
Setting s= ir, (2.8) reduces to generalized coupled mKdV integrable system

qt=α

(
1

8
q2r+

i

2
r2− i

4
qxr+

1

4
rxx−

1

8
qxxx−

3

16
q2qx−

i

4
(qr)x

)
, (2.10a)

rt=α

(
− i

4
rrx+

i

8
qxxr+

i

16
q3r− 1

4
qr2
)
. (2.10b)
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2.1.1 Hamiltonian structure for isospectral integrable hierarchy (2.7)

The existing literature shows that the Hamiltonian can be furnished for the resulting
integrable hierarchies by applying the trace identity [6] and the quadratic-type iden-
tity [28,29]. In the section, we follow the idea for deriving the quadratic-form identity
to deduce a new vector-product identity for generating Hamiltonian structure of the
isospectral integrable hierarchies (2.10) obtained by vector-product equation (1.4).

Assume ~a,~b,~c∈W , a linear functional {~a,~b}v=:~aF~bT , where F is a square matrix

with constant entries and the functional {~a,~b}v satisfies the following relations

{~a,~b}ν ={~b,~a}ν , (2.11a)

{~a,[~b,~c]ν}ν ={[~a,~b]ν ,~c}ν , (2.11b)

Eq. (2.11a) requires that F is symmetry, i.e., F T =F . Since the vector product of ~a

and ~b can be written as

{~a,~b}ν =~a×~b=(a2b3−a3b2,a3b1−b3a1,a1b2−b1a2)

=(a1,a2,a3)

 0 −b3 b2
b3 0 b1
−b2 b1 0

=:~aR(b), (2.12)

where ~a=(a1,a2,a3), ~b=(b1,b2,b3). Therefore, (2.11b) requires that

R(b)F =−(R(b)F )T . (2.13)

In terms of (2.13), a direct calculation produces

F =

 ρ ρ ρ
ρ ρ ρ
ρ ρ ρ

,
where ρ is a constant. Noting

~V =(a,b,c), ~Uλ=

(
2− s

λ2
,0,− 1

λ2

)
,

then we have{
~V ,
∂ ~U

∂λ

}
ν

= ~V F

(
∂~U

∂λ

)T

=2aρ− asρ
λ2
− crρ
λ2

,

{
~V ,
∂ ~U

∂q

}
ν

= ~V F

(
∂~U

∂q

)T

=bρ,{
~V ,
∂ ~U

∂r

}
ν

= ~V F

(
∂~U

∂r

)T

=
cρ

λ
,

{
~V ,
∂ ~U

∂s

}
ν

= ~V F

(
∂~U

∂s

)T

=
aρ

λ
.



8 H. Lu, X. Ren, Y. Zhang and H. Zhang / Ann. Appl. Math., 40 (2024), pp. 1-34

Substituting the above computations into the following vector-product trace identity

δ

δu

{
~V , ~Uλ

}
ν

=λ−γ
∂

∂λ
λγ
{
~V , ~Uu

}
ν

gives

δ

δu

(
2aρ− asρ

λ2
− crρ
λ2

)
=λ−γ

∂

∂λ
λγ


bρ
cρ

λ
aρ

λ

,
where

a=
∑
m≥0

amλ
−m, b=

∑
m≥0

bmλ
−m, c=

∑
m≥0

cmλ
−m.

Comparing the coefficients of λ−n−2, we get

δ

δu
(2an+2−san−rcn)=(γ−n−1)

 bn+1

cn
an

. (2.14)

By substituting initial values of (2.4), one can find γ=0 and thus obtain the Hamil-
tonian structure

δHn

δu
=

 bn+1

cn
an

, Hn=
2an+2−san−rcn

−n−1
.

It follows that (2.7) can be written as

ut=

 q
r
s


t

=J

 b2k+1

c2k
a2k

=J
δH2k

δu
, (2.15)

where

J=

 ∂ s −r
−s 0 0
r 0 0

,
and J is a Hamiltonian operator.
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2.1.2 Darboux transformation for (2.8)

In this section, we shall follow Neugebauer’s scheme [30–32] to construct the N-
fold Darboux transformation for (2.8). Before that, the Lax pair for (2.8) should be
worked out. Based on the purpose, we consider the classical Lie algebra W={h,e,f}
that is isomorphic to S, where

h=

 0 0 0
0 0 −1
0 1 0

, e=

 0 0 1
0 0 0
−1 0 0

, f=

 0 −1 0
1 0 0
0 0 0

,
and

h(n)=hλn, e(n)=eλn, f(n)=fλn.

By means of the Lie algebra W , the 3×3 spectral problem corresponding to inte-
grable system (2.8) should be expressed as

ϕx=U(q,r,s,λ)ϕ=

 0 −rλ−1 q
rλ−1 0 −(2λ+sλ−1)
−q 2λ+sλ−1 0

ϕ, (2.16a)

ϕt=V (q,r,s,λ)ϕ=


0 −

(
α

2
r−α

4
qx

)
λ(

α

2
r−α

4
qx

)
λ 0

−α
2
qλ2−

(
α

4
rx−

α

8
qxx−

α

16
q3−α

4
qs

)
α(t)λ3−α

8
q2λ

α

2
qλ2+

α

4
rx−

α

8
qxx−

α

16
q3−α

4
qs

−α(t)λ3+
α

8
q2λ

0

ϕ, (2.16b)

whose compatibility condition gives rise to (2.8). Consider a matrix T that satisfies
the gauge transformation

ϕ̄=Tϕ. (2.17)

A new spectral problem reads

ϕ̄x= Ū ϕ̄, Ū=(Tx+TU)T−1, (2.18a)

ϕ̄t= V̄ ϕ̄, V̄ =(Tt+TV )T−1, (2.18b)

where Ū and V̄ have the same forms as U and V , respectively. Meanwhile, the old
potential q and r in U and V will be mapped into new potential q̄ and r̄ in Ū and V̄ .
The process can be iterated and usually it yields a series of multi-soliton solutions.
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Let

ϕ(λ)=(ϕ1(λ),ϕ2(λ),ϕ3(λ))T ,

ψ(λ)=(ψ1(λ),ψ2(λ),ψ3(λ))T ,

χ(λ)=(χ1(λ),χ2(λ),χ3(λ))T ,

be three basic solutions of (2.16). Based on that, we define the following algebraic
system

n−1∑
i=0

a11
i
λij+α

(1)
j

n−1∑
i=0

a12
i
λij+α

(2)
j

n−1∑
i=0

a13
i
λij =−λnj , (2.19a)

n−2∑
i=0

a21
i
λij+α

(1)
j

n−1∑
i=0

a22
i
λij+α

(2)
j

n−2∑
i=0

a23
i
λij

=a12
n−1

λn−1j −α(1)
j λnj −α

(2)
j a23

n
λnj , 1≤j≤3n, (2.19b)

n−3∑
i=0

a31
i
λij+α

(1)
j

n−2∑
i=0

a32
i
λij+α

(2)
j

n−2∑
i=0

a33
i
λij

=−a13
n−1

λn−1j +a13
n−2

λn−2j +α
(1)
j a23

n
λnj −α

(2)
j λnj −α

(2)
j a22

n−1
λn−1j , 1≤j≤3n, (2.19c)

with

α
(1)
j =

ϕ2+γ
(1)
j ψ2+γ

(2)
j χ2

ϕ1+γ
(1)
j ψ1+γ

(2)
j χ1

, α
(2)
j =

ϕ3+γ
(1)
j ψ3+γ

(2)
j χ3

ϕ1+γ
(1)
j ψ1+γ

(2)
j χ1

, 1≤j≤3n, (2.20)

where γ
(1)
j and γ

(2)
j are some suitable parameters, which ensure the determinants of

the coefficients for (2.19) are nonzero.
Thus, the transformation matrix T has the following form

T =



λn+
n−1∑
i=0

a11
i
λij

n−1∑
i=0

a12
i
λi

n−1∑
i=0

a13
i
λij

−a12
n−1

λn−1+
n−2∑
i=0

a21
i
λi λn+

n−1∑
i=0

a22
i
λij a23

n
λn+

n−2∑
i=0

a23
i
λi

a13
n−1

λn−1−a13
n−2

λn−2+
n−3∑
i=0

a31
i
λi −a23

n
λn+

n−2∑
i=0

a32
i
λi λn+a22

n−1
λn−1+

n−2∑
i=0

a33
i
λij


, (2.21)

which can be rewritten as

T =Tnλ
n+Tn−1λ

n−1+Tn−2λ
n−2+

n−2∑
i=0

Tiλ
i, (2.22)
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where

Tn=

 1 0 0
0 1 a23

n

0 −a23
n

1

, Tn−1 =


a11
n−1

a12
n−1

1

2
a23
n
a12
n−1

−a12
n−1

a22
n−1

0

1

2
a23
n
a12
n−1

0 a22
n−1

, (2.23a)

Tn−2 =


a11
n−2

a12
n−2

a13
n−2

a21
n−2

a22
n−2

a23
n−2

−a13
n−1

a32
n−2

a33
n−2

, Ti=


a11
i

a12
i

a13
i

a21
i

a22
i

a23
i

a31
i

a32
i

a33
i

, i=0,1,··· ,n−3. (2.23b)

Eqs. (2.19) and (2.22) implies that detT is the 3n-th-order polynomial in λ, and λj
(1≤j≤3n) are all its roots. As a consequence, we have

detT (λ)=Π3n
j=1(λ−λj). (2.24)

Substituting (2.22) into the first equation in (2.18) and comparing the coefficients
of λn+1, λn, λn−1 and λn−2 give rises to

q̄=q−2a12
n−1

, r̄=r−2a13
n−2
−a12,x

n−1
, s̄=s+a22,x

n−1
−2a23

n−2
−2a32

n−2
, (2.25)

and

−r̄a23
n

+q̄a33
n−1

=
1

2
(a23
n
a12
n−1

)x+qa11
n−1
−2a12

n−2
, −2a32

n−2
+s̄a32

n
=a22,x

n−1
+2a23

n−2
+sa23

n
, (2.26a)

2a33
n−2

+s̄=−a23,x
n−1

+qa12
n−1

+2a22
n−2

+s, q̄a11
n−1
−2a21

n−2
=−(

1

2
a23
n
a12
n−1

)x+ra23
n

+qa22
n−1

, (2.26b)

−q̄a12
n−1

+2a22
n−2

+s̄=2a33
n−2

+s. (2.26c)

Proposition 2.1. The matrix Ū determined by Ū=(Tx+TU)T−1 has the same form
as U , that is,

Ū=

 0 −r̄λ−1 q̄

r̄λ−1 0 −(2λ+s̄λ−1)

−q̄ 2λ+s̄λ−1 0

, (2.27)

where the transformation formulae from old potential into new ones are given by
(2.25).
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Proof. Define

(Tx+TU)T ∗=

 Θ11(λ) Θ12(λ) Θ13(λ)

Θ21(λ) Θ22(λ) Θ23(λ)

Θ31(λ) Θ32(λ) Θ33(λ)

 (2.28)

and notice that T−1= T ∗

detT
, We conclude that Θij(λ) are (3n+1)-th-order polynomial

in λ.
By means of (2.16) and (2.17), direct computation gives

α
(1)
j,x=rλ−1−(2λ+sλ−1)α

(2)
j −(−rλ−1α(1)

j +qα
(2)
j )α

(1)
j , (2.29a)

α
(2)
j,x=−q+(2λ+sλ−1)α

(1)
j −(−rλ−1α(1)

j +qα
(2)
j )α

(2)
j , (2.29b)

Eq. (2.29) implies that λj (1≤j≤3n) are the roots of Θij (i,j=1,2,3) and Θij may
be divided by detT , which illustrates (Tx+TU)T−1 is a first order polynomial in λ
with matrix coefficients. Thus, we let

Tx+TU=(Ū1λ+Ū0+Ū−1λ
−1)T (2.30)

with the matrices Ū1(x,t), Ū0(x,t) and Ū−1(x,t) independent of λ.
We denote U=U1λ+U0+U−1λ

−1 with

U1 =

 0 0 0
0 0 −2
0 2 0

, U0 =

 0 0 q
0 0 0
−q 0 0

, U−1 =

 0 −r 0
r 0 −s
0 s 0

. (2.31)

Via (2.25) and comparing the coefficients of λn+1, λn, λn−1 lead to

• The (n+1)-th coefficients implies TnU1 = Ū1Tn, from which we have

Ū1 =

 0 0 0
0 0 −2
0 2 0

. (2.32)

• The n-th coefficients implies TnU0+Tn−1U1+Tn,x= Ū1Tn−1+Ū0Tn, from which
we have

Ū0 =

 0 0 q̄
0 0 0
−q̄ 0 0

. (2.33)

• The (n−1)-th coefficients implies TnU−1+Tn−2U1+Tn−1U0+Tn−1,x= Ū1Tn−2+
Ū0Tn−1+Ū−1Tn, from which we have

Ū−1 =

 0 −r̄ 0
r̄ 0 −s̄
0 s̄ 0

. (2.34)
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We emphasize that q̄, r̄ and s̄ shown here are defined by (2.25). The proof is
completed.

Proposition 2.2. The matrix V̄ in (2.18) has the same form as V under the trans-
formation (2.17) and (2.25).

Proof. Similar to Proposition 2.1, we can prove that (Tx+TV )T−1 is a three-order
polynomial in λ with matrix coefficients, that is

Tx+TV =(V̄3λ
3+V̄2λ

2+V̄1λ+V̄0)T, (2.35)

with the matrices V̄3, V̄2, V̄1, and V̄0 independent of λ.
We denote V =V3λ

3+V2λ
2+V1λ+V0 with

V3=

 0 0 0
0 0 −α(t)
0 α(t) 0

, V2=


0 0

α

2
q

0 0 0

−α
2
q 0 0

, (2.36a)

V1=


0 −

(
α

2
r−α

4
qx

)
0

α

2
r−α

4
qx 0

α

8
q2

0 −α
8
q2 0

, (2.36b)

V0=


0 0

α

4
rx−

α

8
qxx−

α

16
q3−α

4
qs

0 0 0

−
(
α

4
rx−

α

8
qxx−

α

16
q3−α

4
qs

)
0 0

. (2.36c)

With the help of (2.25) and comparing the coefficients of λn+3, λn+2, λn+1, λn lead
to

• The (n+3)-th coefficients implies TnV3 = V̄3Tn, from which we have

V̄3 =

 0 0 0
0 0 −α(t)
0 α(t) 0

. (2.37)

• The (n+2)-th coefficients implies TnV2+Tn−1V3=V̄3Tn−1+V̄2Tn, from which we
have

V̄2 =


0 0

α

2
q̄

0 0 0

−α
2
q̄ 0 0

. (2.38)
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• The (n+1)-th coefficients implies TnV1+Tn−1V2+Tn−2V3 = V̄3Tn−2+V̄2Tn−1+
V̄1Tn, from which we have

V̄1 =


0 −

(
α

2
r̄−α

4
q̄x

)
0

α

2
r̄−α

4
q̄x 0

α

8
q̄2

0 −α
8
q̄2 0

. (2.39)

• The n-th coefficients implies Tn,x+TnV0+Tn−1V1+Tn−2V2+Tn−3V3 = V̄3Tn−3+
V̄2Tn−2+V̄1Tn−1+V̄0Tn, from which we have

V̄0 =


0 0

α

4
r̄x−

α

8
q̄xx−

α

16
q̄3−α

4
q̄s̄

0 0 0

−
(
α

4
r̄x−

α

8
q̄xx−

α

16
q̄3−α

4
q̄s̄

)
0 0

, (2.40)

where q̄ and r̄ are defined in (2.25). This completes the proof.

Propositions 2.1 and 2.2 show that both Lax pair (2.16) and (2.18) can lead to the
same integrable system (2.8). Thus, we call the transformation (2.17) and (2.25) a
Darboux transformation of the integrable system (2.8), by which the solution (q,r,s)
of the integrable system (2.8) are mapped into its new solution (q̄,r̄,s̄).

2.1.3 Nonclassical symmetries for (2.9)

There are large PDE systems for which it is difficult to determine their nonclas-
sical symmetries due to the limited memory of the system on which the symbolic
manipulation program runs. But recently, Nicoleta B̂l1ǎ and Jitse Niesen proposed
a new approach which overcomes the previous difficulties [33]. Starting from the
PDE system, the standard procedure introduced by Bluman and Cole is analysed.
The system is augmented with the invariant surface conditions, representing the
characteristics of a fixed but arbitrary vector field X. Then the classical Lie method
is applied to the augmented system. If this results in the same vector field X as is
used to define the invariant surface conditions, then X is a nonclassical symmetry
of the original PDE.

As an example, we are committed to searching for the nonclassical symmetries
related to Eq. (2.9). In order to apply the nonclassical method, consider a one-
parameter group of transformation generated by the following vector

Y =ξ(x,t,u)∂x+η(x,t,u)∂t+φ(x,t,u)∂u.
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If we seek symmetries with η=1, then the invariant surface condition

uαp =−
p−1∑
j=1

ζj(x,u)uαj +φα(x,u)

turns into
ut=φ−ζux. (2.41)

Substituting (2.41) into Eq. (2.9) results in

−α
8
uxxx−

3α

16
u2ux−φ+ζux=0. (2.42)

Meanwhile, the following relation

p−1∑
j=1

Lj
∂Ωk

∂xj
+Lp

∂Ωk

∂xp
+

q∑
α=1

Mα∂Ωk

∂uα

+

q∑
α=1

∑
I

[
DI

(
Mα−

p−1∑
j=1

Ljuαj

)
+

p−1∑
j=1

LjuαI,j

]
∂Ωk

∂uαI

=

q∑
α=1

∑
I

[
DI (Lpupα)−LpuαI,p

] ∂Ωk

∂uαI
(2.43)

can be simplified to

L
∂Ω

∂x
+K

∂Ω

∂t
+M

∂Ω

∂u
+(Dx(M−Lux)+Luxx)

∂Ω

∂ux

+(D3
x(M−Lux)+Luxxxx)

∂Ω

∂uxxx
=0, (2.44)

where

Ω=−α
8
uxxx−

3α

16
u2ux−φ+ζux.

If we substitute L=ζ, K=1 and M=φ, α=16 into (2.44), we get the nonlinear
PDE system

ζuuu=0, 3ζxuu−φuuu=0, (2.45a)

−φt−φφu−3u2φx−2φxxx+6ζxφ=0, −9ζζu+27ζuu
2+6ζxuu−6φxxu=0, (2.45b)

−6φu+21ζxu
2+9ζuφ−3φuu

2+ζt+ζφu−4φxxu+2ζxxx−6ζζx=0, (2.45c)

which represents the determining equations of the nonclassical symmetries associ-
ated with (2.9).
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The general solution of the nonlinear PDE system (2.45) is

ζ=c1, φ=0, (2.46)

where c1 is a real number, and

ζ=3u2, φ=0. (2.47)

As we can see, the case (2.46) corresponds to the classical operator c1X1+X2. At
this stage, we do not get all the classical operators, since we assumed that the
coefficient of ∂t is 1. We can retrieve all the classical operators by using that any
mutiple of a nonclassical operator is again a nonclassical operator.

From (2.47) we get the nonclassical operator

Y =3u2∂x+∂t.

2.2 Nonisospectral integrable hierarchy

Under the time evolution
λt=

∑
m≥0

Km(t)λ−m,

the resulting nonisospectral zero curvature equation

~Vx= ~U×~V +
∂~U

∂λ
λt (2.48)

leads to

am,x=qcm−rbm−1+2Km(t)−sKm−2(t), (2.49a)

bm,x=−2cm+1+ram−1−scm−1, (2.49b)

cm,x=2bm+1−qam+sbm−1−rKm−2(t). (2.49c)

In terms of (2.49), one gets

b0 =c0 =0, a0 =α(t), a1 =c1 =0, b1 =
αq

2
, (2.50a)

b2 =0, c2 =
αr

2
−αqx

4
, K0 =K1 =0, K2 =β2, (2.50b)

a2 =−αq
2

8
+2β2x, b3 =

α

4
rx−

α

8
qxx−

α

16
q3−α

4
qs+β2xq, c3 =0, a3 =0, (2.50c)

c4 =− α

16
q2r−α

4
rs+

α

8
qxs−

α

8
rxx+

α

16
qxxx+

3α

32
q2qx+

α

8
(qs)x

+β2xr−
β2q

2
−β2xqx

2
,··· , (2.50d)

a2m+1 =c2m+1 =0, b2m+2 =0, K2m+1 =0. (2.50e)
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Denoting

λ
(n)
t,+ =

n∑
m=0

Km(t)λn−m=λnλt−λ(n)t,−=λnλt−
∞∑

m=n+1

Km(t)λn−m,

then (2.48) can be broken down into

−~V (n)
+,x+~U×~V (n)

+ +
∂~U

∂λ
λ
(n)
t,+ =(~V

(n)
− )x−~U×~V (n)

− −
∂~U

∂λ
λ
(n)
t,−.

By taking these terms which have the gradation 0, −1 and −2, we further get

−~V (n)
+,x+~U×~V (n)

+ +
∂~U

∂λ
λ
(n)
t,+

=(−rbn−sKn−1)~e1(−1)+(ran−scn)~e2(−1)+(sbn−rKn−1)~e3(−1)

−sKn~e1(−2)−rKn~e3(−2)−2bn+1~e3(0)+2cn+1)~e2(0).

Choose n= 2k+1, one can find ∆n = 0 so that ~V (n) = ~V
(n)
+ the nonisospectral zero

curvature equation
∂~U

∂u
ut+

∂~U

∂λ
λt−~V (n)

x +~U×~V (n) =~0 (2.51)

leads to the nonisospectral mKdV integrable hierarchy

ut=

 q
r
s


t

=

 −2c2k+2

−sb2k+1+rK2k

rb2k+1+sK2k

. (2.52)

When k=1, the hierarchy (2.7) reduces to

qt=
α

8
q2r+

α

2
rs−α

4
qxs+

α

4
rxx−

α

8
qxxx−

3α

16
q2qx

−α
4

(qs)x−2β2xr+β2q+β2xqx, (2.53a)

rt=−
α

4
rxs+

α

8
qxxs+

α

16
q3s+

α

4
qs2−β2xqs+β2r, (2.53b)

st=
α

4
rrx−

α

8
qxxr−

α

16
q3r−α

4
qsr+β2xqr+β2s. (2.53c)

Taking r=s=0, (2.53) becomes

qt=−
α

8
qxxx−

3α

16
q2qx+β2xqx+β2q, (2.54)

which is nonisospectral mKdV equation.
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2.2.1 Covering and nonlocal symmetries for (2.54)

In this section, we consider a differential equation Y and its covering Ỹ∞. In [34,
35], Krasilshckik and Vinogradov introduced a direct and effective technique, which
overcomes the shortcomings in [36], to construct nonlocal symmetries of a system
Y of differential equations. It turns out that the nonlocal symmetries of differential
equations are determined by their generating functions, which are intego-differential
type operators.

Given an infinitely-dimensional manifold Ỹ∞ equipped with an n-dimensional
integrable distribution. This implies that in the tangent space Yy(Ỹ∞), which is

infinitely-dimensional, at any point y∈Ỹ∞, an n-dimensional subspace L̃y∈Ty(Ỹ∞)

is determined and that the system {L̃y} of these subspaces satisfies the condition
of the classical Frobenius theorem. At the same time, if there is a regular map τ
from Ỹ∞ onto Y∞ introducing an isomorphism of L̃y and Lτ(y)∈Tτ(y)(Y∞), then

we say that Ỹ∞ is the covering of the equation Y . This means that any integral
manifold U∈Ỹ∞ (i.e., such a manifold that Ty(U)=L̃y,∀y∈U) is mapped by τ onto
an integrable manifold V =τ(U)∈Y∞; that is onto a solution of the equation Y .

We firstly illustrate the related coordinates and notations. LetW∈RN , 0<N≤∞,
be a domain in Rn and w1,w2,··· be the standard coordinates in W . Every manifold
Ỹ∞ can be represented locally as the Cartesian product Ỹ∞ = Y∞×W and the
mapping τ is defined by the natural projection from Y∞×W to Y∞. It is introduced
in [34] that a transformation f :Ỹ∞→Y∞ is said to be a nonlocal symmetry of Y if
and only if it preserves the contact structure on Ỹ∞. In other words, f is a nonlocal
symmetry when f∗(L̃y)=L̃f(y) for any point Y ∈Ỹ∞. The contact structure on Y∞
is determined by system consisting of n vector fields D̄i and D̄i is the restriction of
the total derivative operator on Y∞. Furthermore, the equalities [D̄i,D̄j] = 0 hold.

Then an n-dimensional contact structure on Ỹ∞=Y∞×W may be determined by a
system of vector fields D̃i=D̄i+Xi, i=1,··· ,n, where

Xi=
∑
j

Xij
∂

∂wj
, Xij∈C∞(Ỹ∞).

Thus, the Frobenius conditions can now be replaced by [D̃i,D̃j] = 0, which can be
expressed in the following equivalent form

[D̄i,Xj]+[Xi,D̄j]+[Xi,Xj]=0. (2.55)

Relation (2.55) describes all the coverings of the equation Y with the fibre W , where
the coordinates wi and the operators D̃i are regarded as “nonlocal variables” and
“total derivatives”, respectively.
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The Lie factor algebra

SymτY =
DL (Ỹ∞)

LD(Ỹ∞)
(2.56)

is said to be the algebra of nonlocal symmetries of the type τ for the equation Y .
Here DL (Ỹ∞) consists of such fields S on Ỹ∞ that [S,LD(Ỹ∞)]∈LD(Ỹ∞), while

LD(Ỹ∞)=

{ n∑
i=1

ϕiD̃i |ϕi∈L∞(Ỹ∞)

}
.

The elements of SymτY can be identified with vector yields S on Ỹ∞, such that

[S,D̃i]=0, i=1,··· ,n, (2.57)

and S(ϕ)=0, for any ϕ=ϕ(x).
Now we return to the nonisospectral MKdV equation

Y =

{
ut=−

α

8
uxxx−

3α

16
u2ux+β2xux+β2u

}
. (2.58)

Taking α=16, (2.58) can be we rewritten as the following form

p2 =−2p(3)−3p2(0)p(1)+β2xp(1)+β2p(0). (2.59)

Denote D̃x=Dx+X, D̃t=Dt+T , where

X=
∑
i≥1

Xi
∂

∂wi
, T =

∑
j≥1

Tj
∂

∂wj
, Xi,Tj∈L∞(Ỹ∞).

Thus, (2.55) can be transformed into

[Dx,T ]+[X,Dt]+[X,T ]=0, (2.60)

where

Dx=
∂

∂x
+p(1)

∂

∂p(0)
+p(2)

∂

∂p(1)
+···+p(k+1)

∂

∂p(k)
+··· ,

Dt=
∂

∂t
+

(
−α

8
p(3)−

3α

16
p2(0)p(1)+β2xp(1)+β2p(0)

)
∂

∂p(0)

+Dx

(
−α

8
p(3)−

3α

16
p2(0)p(1)+β2xp(1)+β2p(0)

)
∂

∂p(1)
+···

+Dk
x

(
−α

8
p(3)−

3α

16
p2(0)p(1)+β2xp(1)+β2p(0)

)
∂

∂p(k)
+··· .
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We shall find all the solution for which the function Xi, Tj only depend on the
variables p(0), p(1), p(2). A direct calculation gives

p(1)
∂T

∂p(0)
+p(2)

∂T

∂p(1)
+p(3)

∂T

∂p(2)
−
(
−2p(3)−3p2(0)p(1)+β2p(0)+β2xp(1)

) ∂X
∂p(0)

−
(
−2p(4)−3p2(0)p(2)−6p2(1)p(0)+β2p(1)+β2xp(2)

) ∂X
∂p(1)

−
(
−2p(5)−6p(0)p(1)p(2)−3p2(0)p(3)−6p3(1)−12p(0)p(1)p(2)+β2p(2)+β2xp(3)

) ∂X
∂p(2)

+[X,T ]=0. (2.61)

Setting the coefficients of p(5), p(4), p(3) to be zero, we have

∂X

∂p(2)
=0,

∂X

∂p(1)
=0,

∂T

∂p(2)
+2

∂X

∂p(0)
=0, (2.62)

which implies that the function X do not depend on p(1), p(2) and

T =−2p(2)
∂X

∂p(0)
+R(p(0),p(1)).

Substituting the derived results into (2.61) yields

−2p(1)p(2)
∂2X

∂p2(0)
+p(1)

∂R

∂p(0)
+p(2)

∂R

∂p(1)
−
(
−3p2(0)p(1)+β2p(0)+β2xp(1)

) ∂X
∂p(0)

+

[
X,−2p(2)

∂X

∂p(0)
+R

]
=0. (2.63)

Assume that ∂R
∂p(1)

does not depend on p(1), then the coefficient of p(1)p(2) vanishes,

that is
∂2X

∂p2(0)
=0 ⇒ X=p(0)A+B, (2.64)

where the coefficients of the field A and B depend on the variables wi only.
Substituting (2.64) into (2.63) yields

p(1)
∂R

∂p(0)
+p(2)

∂R

∂p(1)
−
(
−3p2(0)p(1)+β2p(0)+β2xp(1)

)
A

+
[
p(0)A+B,−2p(2)A+R

]
=0. (2.65)
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Equating the coefficients of p(2) to zero, we get

∂R

∂p(1)
−2[B,A]=0 ⇒ R=2p(1)[B,A]+S(p(0)), (2.66)

substituting it into (2.65) leads to

p(1)
∂S

∂p(0)
−
(
−3p2(0)p(1)+β2p(0)+β2xp(1)

)
A+

[
p(0)A+B,2p(1)[B,A]+S

]
=0. (2.67)

As S do not depend on p(1), the equation is equivalent to the following system

∂S

∂p(0)
+3p2(0)A−β2xA+

[
p(0)A+B,2[B,A]

]
=0, −β2p(0)A+

[
p(0)A+B,S

]
. (2.68)

It follows from the first equation that

S=−p3(0)A+β2xAp(0)−p2(0) [A,[B,A]]−2p(0) [B,[B,A]]+C. (2.69)

Meanwhile, the second equation in (2.68) transforms into

−β2p(0)A−p3(0) [A,[A,[B,A]]]−2p2(0) [A,[B,[B,A]]]+p(0)[A,C]−p3(0)[B,A]

+β2xp(0)[B,A]−p2(0) [B,[A,[B,A]]]−2p(0) [B,[B,[B,A]]]+[B,C]=0. (2.70)

Equating the coefficients of all powers of p(0) to zero, we get the system in the
following

[A,[A,[B,A]]]+[B,A]=0, [A,[B,[B,A]]]=0, (2.71a)

−β2A+[A,C]+β2x[B,A]−2[B,[B,[B,A]]]=0, [B,C]=0. (2.71b)

Thus, one has

Theorem 2.1. Any covering of the nonisospectral mKdV equation in which the
coefficients of the fields X and T only depend on p(0), p(1), p(2), are determined by
the field of the form

D̃x=Dx+p(0)A+B, (2.72a)

D̃t=Dt−2p(2)A+2p(1)[B,A]−p3(0)A+β2xAp(0)−p2(0) [A,[B,A]]

−2p(0) [B,[B,A]]+C, (2.72b)

where A, B, C satisfy (2.71).
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Subsequently, we focus on calculating the nonlocal symmetries of (2.54) with the
aid of the covering described in Theorem 1.1. We identity the elements of SymτY
with fields S on Ỹ∞, such that S=P+Φ, where

P =
∑
i≥0

Pi
∂

∂p(i)
, Φ=

∑
j≥0

Φj
∂

∂wj
and [S,D̃x]=[S,D̃t]=0.

Taking (2.72) into consideration, one gets

[S,D̃x]=
∑
i

(Pi+1−D̃x(Pi))
∂

∂p(i)
+P0A+[Φ,D̃x]=0, (2.73a)

[S,D̃t]=
∑
i

(∑
k

Pk
∂

∂p(k)

(
D̃k
x

(
−2p(3)−3p2(0)p(1)+β2xp(1)+β2p(0)

))
−D̃t(p(i))

)
∂

∂p(i)

−2P2A+2P1[B,A]−3p2(0)P0A+β2xAP0−2p(0)P0 [A,[B,A]]

−2P0 [B,[B,A]]+[Φ,D̃t]=0. (2.73b)

In terms of (2.73a), we get

Pi+1 =D̃x(Pi), i=0,1,··· , ⇒ Pi=D̃i
x(ψ),ψ=P0, (2.74a)

P0A+[Φ,D̃x]=0. (2.74b)

Denoting

ε̃ψ=
∑
k

D̃k
x(ψ)

∂

∂p(k)
,

then (2.73b) yields(
ε̃ψ◦D̃i

x

)(
−2p(3)−3p2(0)p(1)+β2xp(1)+β2p(0)

)
=
(
D̃t◦D̃i

x

)
(ψ), (2.75a)

[Φ,D̃t]−2P2A+2P1[B,A]−3p2(0)P0A+β2xAP0

−2p(0)P0[A,[B,A]−2P0[B,[B,A]=0. (2.75b)

From (2.75a), we get

ε̃ψ(−2p(3)−3p2(0)p(1)+β2xp(1)+β2p(0))=D̃t(ψ),

which is equivalent to

−2D̃3
x(ψ)−3p2(0)D̃x(ψ)−6p(0)p(1)ψ+β2ψ+β2xD̃x(ψ)=D̃t(ψ). (2.76)

Note that (2.75b) can be rewritten as l̃F (ψ)=0, when

F =−2p(3)−3p2(0)p(1)+β2xp(1)+β2p(0)−p2,

which is nonisospectral mKdV equation.
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Proposition 2.3. Any nonlocal symmetry of Burgers’ equation in the covering
(2.72) is of the form S= ε̃ψ+Φ, where

Φ=
∑
i

Φi

(
∂

∂wi

)
, Φi∈C∞(Y∞),

Φ and ψ satisfy the system of the following differential equations
ψA=[D̃x,Φ]−2D̃2

x(ψ)A+2D̃x(ψ)[B,A]−3p2(0)ψA+β2Aψ

−2p(0)[A,[B,A]ψ−2[B,[B,A]ψ=[D̃t,Φ],

l̃F =−2D̃3
x(ψ)−3p2(0)D̃x(ψ)−6p(0)p(1)ψ+β2ψ+β2xD̃x(ψ)=D̃t(ψ)=0.

(2.77)

When A=B=C=0, the covering is trivial and the first two equation in (2.77)
are satisfied in a trivial way. As a consequence, this system l̃F =0. Thus, the local
theory of symmetries is a natural part of the nonlocal one.

Now, let’s talk about A,B and C in a few cases.

(I) : A=0, B=λ ∂
∂w
, C=µ ∂

∂w
, λ,µ=const. In this case we have

D̃x=Dx+λ
∂

∂w
, D̃t=Dt+µ

∂

∂w
.

Suppose v=w−λx−µt, then D̃x(v)=D̃t(v)=0. Hence, in v,x,t··· ,p(k),··· , coordinate

system the equalities D̃x=Dx, D̃t=Dt hold.

(II) : A= ∂
∂w
, B=b ∂

∂w
, C=c ∂

∂w
, b=c=const. In accordance to (2.72), we have

D̃x=Dx+(p(0)+b)
∂

∂w
,

D̃t=Dt+(−2p(2)−p3(0)+β2xp(0)+c)
∂

∂w
.

Using the coordinate v=w−bx−ct instead of w, we get

D̃x=Dx+p(0)
∂

∂w
,

D̃t=Dt+(−2p(2)−p3(0)+β2xp(0))
∂

∂w
.

(III) : A= ∂
∂w
, B=0, C=0. In this case (2.77) transforms into

ψ=D̃x(ϕ), −2D̃2
x(ψ)−3p2(0)ψ+β2xψ=D̃t(ϕ), l̃F (ψ)=0, (2.78)



24 H. Lu, X. Ren, Y. Zhang and H. Zhang / Ann. Appl. Math., 40 (2024), pp. 1-34

where Φ=ϕ( ∂
∂w

). Note that the third system in (2.78) is the consequence of the first
two and so it can be transformed into

−2D̃3
x(ϕ)−3p2(0)D̃x(ϕ)+β2xD̃x(ϕ)=D̃t(ϕ). (2.79)

Denoting v= p(−1), then the second the relations (2.79) is of the form lG(ϕ) = 0,

where G=−2vxxx−v3x+β2xvx−vt. This gives an idea that the manifold Ỹ∞ is of the
form Y

′
∞, where Y

′
is the equation vt=−2vxxx−v3x+β2xvx. In fact, we can identity

Y ′
∞ and Ỹ∞ together with respective contact structures by patting x= x′, t= t′,

p(k) =p′(k+1), v=p
′

(0), where x′, t′,p′(k) are the standard coordinates on Y
′
∞. Then it

follows that SymτY =SymY
′
. The algebra SymY

′
can be calculated by the same

scheme as was used in [36].

(IV) : A=a(w) ∂
∂w
, B=0, C=0, then in the case considered, (2.77) transforms into

ψ=
1

a
(D̃x(ϕ)−p(0)a′ϕ)−2D̃3

x(ϕ)+6p(0)a
′D̃2

x(ϕ)+(6p(1)a
′−6p2(0)a

′2+6p2(0)a
′′a

−3p2(0)+β2x)D̃x(ϕ)+(4p(0)p(1)a
′′a−6p(0)p(1)a

′2−4p3(0)aa
′a′′+2p3(0)a

2a′′′

+2p3(0)a
′3+2p3(0)a

′)ϕ=D̃t(ϕ). (2.80)

When a′=1, the second equation in this system (2.80) reduces to

−2D̃3
x(ϕ)+6p(0)D̃

2
x(ϕ)+(6p(1)−9p2(0)+β2x)D̃x(ϕ)

+(−6p(0)p(1)+4p3(0))ϕ=D̃t(ϕ), (2.81)

which is also the determined equation for the nonlocal symmetries of (2.58).

3 A high-dimensional vector-product Lie algebra

and its application

In this section, we enlarge the vector-product Lie algebra S to a six-dimensional
case. In order to conveniently write, we omit the symbol “→” upper every vector,
for example, the vector ~Ei is simply written as Ei (i=1,2,···). Denote by

G=span{E1,E2,E3,E4,E5,E6}, (3.1)

which is a Lie algebra along with the following vector-product relations

E1×E2 =E3, E2×E3 =E1, E3×E1 =E2, E1×E4 =E5, E1×E5 =−E4,

E1×E6 =0, E2×E4 =0, E2×E5 =E6, E2×E6 =−E5, E3×E4 =−E6,

E3×E5 =0, E3×E6 =E4, E4×E5 =E1, E4×E6 =−E3, E5×E6 =E2.
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Assume that

G=G1⊕G2, G1 =span{E1,E2,E3}, G2 =span{E4,E5,E6},

then we find that

G1
∼=S,G1×G2⊂G2, G2×G2⊂G1,

which implies that the Lie algebra is a symmetric Lie algebra of reductive homoge-
neous space. It is remarkable that the relation has Lie bracket computation, while
here G possesses the vector products.

In the following section, we aim to introduce the linear spectral problem with the
aid of two loop algebras corresponding to the Lie algebra G, The first vector-product
loop algebra is given by

G̃=span{E1(n),E2(n),E3(n),E4(n),E5(n),E6(n)}, (3.2)

of which Ei(n)=Ei⊗λn, n∈N, i=1,2,··· , degEi(n)=n, equipped with the following
operation relations

E1(n)×E2(m)=E3(m+n), E2(m)×E3(n)=E1(m+n),

E3(m)×E1(n)=E2(m+n), E1(m)×E5(n)=−E4(m+n),

E1(m)×E6(n)=0, E2(m)×E4(n)=0,

E2(m)×E5(n)=E6(m+n), E2(m)×E6(n)=−E5(m+n),

E3(m)×E4(n)=−E6(m+n), E3(m)×E5(n)=0,

E3(m)×E6(n)=E4(m+n), E4(m)×E5(n)=E1(m+n),

E4(m)×E6(n)=−E3(m+n), E4(m)×E6(n)=−E3(m+n),

E1(m)×E4(n)=E5(m+n), E5(m)×E6(n)=E2(m+n).

The first vector-product loop algebra is applied to introduce the following spectral
problem

~ϕx= ~U×~ϕ, (3.3a)

~U=2E1(1)+qE2(0)+rE3(−1)+sE1(−1)

+u1E4(−1)+u2E5(0), (3.3b)

~ϕt= ~V ×~ϕ, (3.3c)



26 H. Lu, X. Ren, Y. Zhang and H. Zhang / Ann. Appl. Math., 40 (2024), pp. 1-34

where

~V = ~V1+~V2,

~V1 =
∑
i≥0

θ1,iE1(−i)+θ2,iE2(−i)+θ3,iE3(−i)+θ4,iE4(−i)

+θ5,iE5(−i)+θ6,iE6(−i),
~V2 =

∑
j≥0

θ̄1,jE1(−j)+θ̄2,jE2(−j)+θ̄3,jE3(−j)+θ̄4,jE4(−j)

+θ̄5,jE5(−j)+θ̄6,jE6(−j),

λt=
∂λ

∂t
=
∑
j≥0

Kj(t)λ
−j.

The compatibility condition of (3.3) presents

∂~U

∂u
ut+

∂~U

∂λ
λt−~Vx+~U×~V =~0, (3.4)

which can be decomposed into the following form

∂~U

∂u
ut+

∂~U

∂λ
λt−~V1,x+~U×~V1−~V2,x+~U×~V2 =~0. (3.5)

Then the stationary zero curvature equation

~V1,x= ~U×~V1 (3.6)

generates

θ1,i,x=qθ3,i−rθ2,i−1+u1θ5,i−1−u2θ4,i, (3.7a)

θ2,i,x=−2θ3,i+1+rθ1,i−1−sθ3,i−1+u2θ6,i, (3.7b)

θ3,i,x=2θ2,i+1−qθ1,i+sθ2,i−1−u1θ6,i−1, (3.7c)

θ4,i,x=−2θ5,i+1+rθ6,i−1−sθ5,i−1+u2θ1,i, (3.7d)

θ5,i,x=2θ4,i+1−qθ6,i+sθ4,i−1−u1θ1,i−1, (3.7e)

θ6,i,x=qθ5,i−rθ4,i−1+u1θ3,i−1−u2θ2,i. (3.7f)

Under the time evolution λt 6=0, the resulting zero curvature equation reads

~V2,x= ~U×~V2+
∂~U

∂λ
λt, (3.8)
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which leads to

θ̄1,j,x=qθ̄3,j−rθ̄2,j−1+u1θ̄5,j−1−u2θ̄4,j+2Kj−sKj−2, (3.9a)

θ̄2,j,x=−2θ̄3,j+1+rθ̄1,j−1−sθ̄3,j−1+u2θ̄6,j, (3.9b)

θ̄3,j,x=2θ̄2,j+1−qθ̄1,j+sθ̄2,j−1−u1θ̄6,j−1−rKj−2, (3.9c)

θ̄4,j,x=−2θ̄5,j+1+rθ̄6,j−1−sθ̄5,j−1+u2θ̄1,j−u1Kj−2, (3.9d)

θ̄5,j,x=2θ̄4,j+1−qθ̄6,j+sθ̄4,j−1−u1θ̄1,j−1, (3.9e)

θ̄6,j,x=qθ̄5,j−rθ̄4,j−1+u1θ̄3,j−1−u2θ̄2,j. (3.9f)

In terms of (3.7) and (3.9), we take initial values

θ2,0 =θ3,0 =θ4,0 =θ5,0 =θ6,0 =0, θ1,0 =α(t),

θ̄2,0 = θ̄3,0 = θ̄5,0 = θ̄4,0 =0, θ̄1,0 = ᾱ(t), K2 =β2(t).

Then one has

θ2,1 =
α

2
q, θ5,1 =

α

2
u2, θ3,1 =0, θ1,1 =0, θ2,2 =0,

θ4,2 =
α

2
u2x+

α

2
u1, θ3,2 =−α

4
qx+

αr

2
, θ1,2 =−α

4
q2−α

4
u22,

θ2,3 =−α
4
qxx+

α

4
rx−

α

8
q3−α

8
qu22−

α

4
qs, θ5,3 =−α

8
q2u2−

α

8
u32−

α

4
u2s−

α

4
u2,xx−

α

4
u1x,

θ6,3 =−α
4
qu1−

α

4
u2r+

∫
Θdx, Θ=

α

4
qxxu2−

α

4
u2,xxq−

α

4
qxu1−

α

4
u2,xr,

θ3,4 =−α
8
q2r−α

8
u22r+

α

4
qxs−

α

4
rs−α

8
qu1u2−

α

8
u22r+

α

8
qxxx−

α

8
rxx+

3α

16
q2qx

+
α

16
(qu22)x+

α

8
(qs)x+

u2
2

∫
Θdx+β2xr−

β2
2

(xq)x,

θ4,4 =− α

16
(q2u2)x−

α

16
(u32)x−

α

8
(u2s)x−

α

8
u2,xxx−

α

8
u1,xx−

α

4
q2u1−

α

8
u22u1

−α
8
qru2−

α

4
u2,xs−

α

4
u1s+

q

2

∫
Θdx+β2xu1,

θ1,2σ+1 =θ3,2σ+1 =θ4,2σ+1 =0, θ2,2σ=θ5,2σ=θ6,2σ=0,

θ̄2,1 =
ᾱ

2
q, θ̄5,1 =

ᾱ

2
u2, θ̄3,1 =0, θ̄1,1 =0, θ̄2,2 =0,

θ̄4,2 =
ᾱ

2
u2x+

ᾱ

2
u1, θ̄3,2 =− ᾱ

4
qx+

ᾱr

2
, θ̄1,2 =− ᾱ

4
q2− ᾱ

4
u22+2β2x,

θ̄2,3 =− ᾱ
4
qxx+

ᾱ

4
rx−

ᾱ

8
q3− ᾱ

8
qu22−

ᾱ

4
qs+β2xq,

θ̄5,3 =− ᾱ
8
q2u2−

ᾱ

8
u32−

ᾱ

4
u2s−

ᾱ

4
u2,xx−

ᾱ

4
u1x+β2xu2,
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θ̄6,3 =− ᾱ
4
qu1−

ᾱ

4
u2r+

∫
Θdx, Θ=

ᾱ

4
qxxu2−

ᾱ

4
u2,xxq−

ᾱ

4
qxu1−

ᾱ

4
u2,xr,

θ̄3,4 =− ᾱ
8
q2r− ᾱ

8
u22r+

ᾱ

4
qxs−

ᾱ

4
rs− ᾱ

8
qu1u2−

ᾱ

8
u22r+

ᾱ

8
qxxx−

ᾱ

8
rxx+

3ᾱ

16
q2qx

+
ᾱ

16
(qu22)x+

ᾱ

8
(qs)x+

u2
2

∫
Θdx+β2xr−

β2
2

(xq)x,

θ̄4,4 =− ᾱ

16
(q2u2)x−

ᾱ

16
(u32)x−

ᾱ

8
(u2s)x−

ᾱ

8
u2,xxx−

ᾱ

8
u1,xx−

ᾱ

4
q2u1−

ᾱ

8
u22u1−

ᾱ

8
qru2

− ᾱ
4
u2,xs−

ᾱ

4
u1s+

q

2

∫
Θdx+β2xu1+

β2
2

(xu2)x,

θ̄1,2δ+1 = θ̄3,2δ+1 = θ̄4,2δ+1 =0, θ̄2,2δ= θ̄5,2δ= θ̄6,2δ=0, K2δ+1 =0.

Note that

~V
(n)
1,+ =

n∑
i=0

(θ1,iE1(n−i)+θ2,iE2(n−i)+θ3,iE3(n−i)+θ4,iE4(n−i)

+θ5,iE5(n−i)+θ6,iE6(n−i))=λn~V1−~V (n)
1,− ,

~V
(m)
2,+ =

m∑
j=0

(θ̄1,jE1(m−j)+θ̄2,jE2(m−j)+θ̄3,jE3(m−j)+θ̄4,jE4(m−j)

+θ̄5,jE5(m−j)+θ̄6,jE6(m−j))=λm~V2−~V (m)
2,− .

A direct calculation yields

−(~V
(n)
1,+ )x+~U×~V (n)

1,+−(~V
(m)
2,+ )x+~U×~V (m)

2,+ +
∂~U

∂λ
λ
(m)
t,+

=(−rθ2,n+u1θ5,n−rθ̄2,m+u1θ̄5,m−Km−1s)E1(−1)−KmsE1(−2)

+(rθ1,n−sθ3,n+rθ̄1,m−sθ̄3,m)E2(−1)

+(sθ2,n−u1θ6,n+sθ̄2,n−u1θ̄6,m)E3(−1)−KmrE3(−2)−u1KmE4(−2)

+(rθ6,n−sθ5,n+rθ̄6,m−sθ̄5,m−Km−1u1)E4(−1)

+(−θ1,nu1+sθ4,n−θ̄1,mu1+sθ̄4,m)E5(−1)+(θ3,nu1−rθ4,n+θ̄3,mu1−rθ̄4,m)E6(−1)

−(2θ2,n+1+2θ̄2,m+1)E3(0)+(2θ3,n+1+2θ̄3,m+1)E2(0)

−(2θ4,n+1+2θ̄4,m+1)E5(0)+(2θ5,n+1+2θ̄5,m+1)E4(0). (3.10)

Choose n=2σ+1, m=2δ+1, we find that the modified term ∆n and ∆m are taken
as 0 so that ~V

(n)
1,+ = ~V

(n)
1 , ~V

(m)
2,+ = ~V

(m)
2 . Then

−(~V
(n)
1 )x+~U×~V (n)

1 −(~V
(m)
2 )x+~U×~V (m)

2 +
∂~U

∂λ
λ
(m)
t,+

=(−rθ2,2σ+1+u1θ5,2σ+1−rθ̄2,2δ+1+u1θ̄5,δ+1−K2δs)E1(−1)
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+(sθ2,2σ+1−u1θ6,2σ+1+sθ̄2,2δ+1−u1θ̄6,2δ+1)E3(−1)

+(rθ6,2σ+1−sθ5,2σ+1+rθ̄6,2δ+1−sθ̄5,2δ+1−K2δu1)E4(−1)

+(2θ3,2σ+2+2θ̄3,2δ+2)E2(0)−(2θ4,2σ+2+2θ̄4,2δ+2)E5(0). (3.11)

Hence, the compatibility condition (3.4) of the spectral problem leads to the Lax
integrable hierarchy


q
r
s
u1
u2


tσ,δ

=


−(2θ3,2σ+2+2θ̄3,2δ+2)

−(−rθ2,2σ+1+u1θ5,2σ+1−rθ̄2,2δ+1+u1θ̄5,δ+1−K2δs)

−(sθ2,2σ+1−u1θ6,2σ+1+sθ̄2,2δ+1−u1θ̄6,2δ+1)

−(rθ6,2σ+1−sθ5,2σ+1+rθ̄6,2δ+1−sθ̄5,2δ+1−K2δu1)

2θ4,2σ+2+2θ̄4,2δ+2

. (3.12)

When σ=1, δ=0, (3.12) reduces to

qt,1,0 =
α

4
q2r+

α

4
u22r−

α

2
qxs+

α

2
rs+

α

4
qu1u2+

α

4
u22r−

α

4
qxxx+

α

4
rxx+2

ᾱ

4
qx

− 3α

8
q2qx−

α

8
(qu22)x−

α

4
(qs)x−u2

∫
Θdx−2β2xr+β2(xq)x−2

ᾱr

2
, (3.13a)

rt,1,0 =−α
4
qxxr+

α

4
rxr−

α

8
q3r−α

8
qru22−

α

4
qsr+

α

8
q2u1u2+

α

8
u32u1

+
α

4
u1u2s+

α

4
u1u2,xx+

α

4
u1u1x+

ᾱ

2
qr− ᾱ

2
u1u2, (3.13b)

st,1,0 =
α

4
qxxs−

α

4
rxs+

α

8
q3s+

α

8
qsu22+

α

4
qs2− ᾱ

4
qu21−

ᾱ

4
u1u2r

+u1

∫
Θdx− ᾱ

2
qs, (3.13c)

u1,t,1,0 =
α

4
qru1+

α

4
u2r

2−r
∫

Θdx+
ᾱ

2
u2s+β2u1−

α

8
q2u2s−

α

8
u32s

−α
4
u2s

2−α
4
u2,xxs−

α

4
u1xs, (3.13d)

u2,t,1,0 =−α
8

(q2u2)x−
α

8
(u32)x−

α

4
(u2s)x−

α

4
u2,xxx−

α

4
u1,xx−

α

2
q2u1−

α

4
u22u1−

α

4
qru2

−α
2
u2,xs−

α

2
u1s+q

∫
Θdx+β2xu1−

ᾱ

8
(q2u2)x−

ᾱ

8
(u32)x−

ᾱ

4
(u2s)x

− ᾱ
4
u2,xxx−

ᾱ

4
u1,xx−

ᾱ

2
q2u1−

ᾱ

4
u22u1−

ᾱ

4
qru2−

ᾱ

2
u2,xs

− ᾱ
2
u1s+q

∫
Θdx+2β2xu1+β2(xu2)x. (3.13e)
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We still set r=s=u1=u2=0, (3.13) becomes again the same modified mKdV equation
(2.9) except for their various coefficients. Similarly, when σ=0, δ=1, (3.12) reduces
again to the nonisospectral modified mKdV equation (2.54) except for their various
coefficients.

The degree distributions for the second vector-product loop algebra are as follows

E1(n)=E1⊗λ2n, E2(n)=E2⊗λ2n+1, E3(n)=E3⊗λ2n+1,

E4(n)=E4⊗λ2n, E5(n)=E5⊗λ2n, E6(n)=E6⊗λ2n+1.

The resulting vector-product computations are presented in the following

E1(n)×E2(m)=E3(m+n), E2(m)×E3(n)=E1(m+n+1),

E3(m)×E1(n)=E2(m+n), E1(m)×E4(n)=E5(m+n),

E1(m)×E5(n)=−E4(m+n), E1(m)×E6(n)=0,

E2(m)×E4(n)=0, E2(m)×E5(n)=E6(m+n),

E2(m)×E6(n)=−E5(m+n+1), E3(m)×E4(n)=−E6(m+n),

E3(m)×E5(n)=0, E3(m)×E6(n)=E4(m+n+1),

E4(m)×E5(n)=E1(m+n), E4(m)×E6(n)=−E3(m+n),

E4(m)×E6(n)=−E3(m+n), E1(m)×E4(n)=E5(m+n),

E5(m)×E6(n)=E2(m+n).

Via the second vector-product loop algebra, we consider the following spectral prob-
lem

~U=E3(0)+qE1(0)+rE4(0)+uE3(−1)+vE6(−1), (3.14a)

~V =amE1(−m)+bmE2(−m)+cmE3(−m)+dmE4(−m)

+emE5(−m)+fmE6(−m). (3.14b)

Then the stationary zero curvature equation (2.2) generates

am,x=−bm+1+rem−ubm, bm,x=−qcm+am+uam−1−vem−1, (3.15a)

cm,x=qbm−rfm+vdm, dm,x=fm+1−qem+ufm−vcm, (3.15b)

em,x=qdm−ram+vbm, fm,x=−dm+rcm−udm−1. (3.15c)

Denote

~V
(n)
+ =

n∑
m=0

(amE1(n−m)+bmE2(n−m)+cmE3(n−m)+dmE4(n−m)

+emE5(n−m)+fmE6(n−m))

=λ2n~V −~V (n)
− .
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A direct calculation reads

−~V (n)
+,x+~U×~V (n)

+

=(uan−ven)E2(−1)+vdn+1E3(−1)−udnE6(−1)

+bn+1E1(0)−fn+1E4(0). (3.16)

Taking

~∆n=
1

q
(uan−ven)E3(−1)+

v

qu
(uan−ven)E6(−1),

so that ~V (n) = ~V
(n)
+ +~∆n, a direct calculation gives

−~V (n)
x +~U×~V (n) =bn+1E1(0)−

(
fn+1+

v

qu
(uan−ven)

)
E4(0)

−
((

v(uan−ven)

qu

)
x

− r
q

(uan−ven)+udn)E6(−1)

−
((

uan−ven
q

)
x

+
vr

qu
(uan−ven)−vdn+1

)
E3(−1). (3.17)

Thus, the zero curvature equation (2.6) admits


qt
rt
ut
vt

=



−bn+1

fn+1−
v

qu
(uan−ven)(

uan−ven
q

)
x

+
vr

qu
(uan−ven)−vdn+1(

v(uan−ven)

qu

)
x

− r
q

(uan−ven)+udn


. (3.18)

Remark 3.1. Similar to the previous step, by taking initial values for (3.15), we can
also concretely find the values of am, bm, cm, dm, em and fm so that the integrable
hierarchy (3.18) can also be reduced to some concrete equations. Here we omit it.

4 Conclusions

Consideration of vector-product zero curvature equation instead of normal zero
curvature equation led to some generalized integrable hierarchies. Starting with
three-dimensional Lie algebra and its loop algebra, we derived the isospectral and
nonisospectral mKdV integrable hierarchies which were reduced to the mKdV equa-
tion, coupled mKdV system and nonisospectral mKdV equation, respectively. It
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is significant to point that we made use of the variational method to create a new
vector-product trace identity for which the Hamiltonian structure of the isospectral
integrable hierarchy was worked out in Section 2.1.1. In Section 2.1.2, we con-
structed the Darboux transformation of the integrable system (2.8) which change
the old solution into new solution. Note that the determining equations of nonclas-
sical symmetries associated with the mKdV equation were introduced in Section
2.1.2. It follows that we emphasize that a nonclassical operator whose multiple is
still a nonclassical operators after a complex calculation. Subsequently, we turned
the problem of nonlocal symmetry of the original equation into the problem of local
symmetry of corresponding covering equation so that the determining equations as-
sociated with nonlocal symmetry of nonisospectral mKdV equation can be singled
out. In Section 3, a new vector-product Lie algebra of a reductive homogeneous
space was constructed for which two corresponding loop algebra were followed to
presented. It follows that two integrable hierarchies of evolution equations were
obtained. Under the choice of specific parameters for equation hierarchy (3.12), we
again derived the mKdV equation and nonisospectral mKdV equation which differ
only in coefficients from those obtained in Section 2. In the future work, we plan
to generalize the method introduced in this paper to generate high-dimensional in-
tegrable systems by following the ways in [37]. Then, the corresponding covering,
nonlocal symmetry, and recursion operator of the reduced high-dimensional equation
can all be worked out [38,39].
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