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Abstract

This paper is concerned with the inverse problem of scattering of time-harmonic acous-

tic waves by an inhomogeneous cavity. We shall develop a modified factorization method

to reconstruct the shape and location of the interior interface of the inhomogeneous cavity

by means of many internal measurements of the near-field data. Numerical examples are

carried out to illustrate the practicability of the inversion algorithm.
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1. Introduction

Consider the inverse scattering problem of recovering the shape and location of the interior

interface of an impenetrable inhomogeneous cavity from many internal measurements. This

kind of interior scattering problem may occur in many industry and military applications such

as in material science, non-destructive testing and so on (cf. [14,32] and the references therein).

In contrast to the typical exterior scattering problem, where the incident field and the

associated measurements are taken outside the objects, the interior scattering problem allows

the incident point sources and measurements taken inside the cavity. In the current paper we

consider the scattering of incident point sources by an inhomogeneous cavity, which is modeled

by an inhomogeneous Helmholtz equation with various boundary conditions on the exterior

boundary. Our goal is to study the inverse problem of numerically reconstructing the shape

and location of the interior interface of the inhomogeneous cavity from the near-field data

measured inside the cavity.

There are lots of investigations consisting of theoretical results and numerical methods for

the exterior scattering problems in the past decades. We refer to the monographs [6,9,18] and

the references quoted therein for detailed discussions. In the mean time the interior scattering

problems also attracted many researchers’ attention, where the studies are mainly focused on

the numerical methods in recovering a homogeneous cavity. For example, the factorization

method can be found in [19,21], the linear sampling method has been developed in [7,13,32,33]

and a nonlinear integral equation method was established in [23]. It was also noticed that the
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inverse scattering by large cavities embedded in an infinite ground plane has been well studied,

see, e.g. [2–4] and the references quoted therein. However, there are few results available in

the literature for reconstructing an inhomogeneous cavity. For the case when the refractive

index of the inhomogeneous cavity was described by a piecewise constant function, the authors

in [24] obtained a uniqueness result on the identification of the interior interface as well as the

piecewise constant refractive index, the technique can date back to the work [30], which focused

on the shape reconstruction of the exterior inverse scattering problems.

In this paper, we intend to establish a modified factorization method as an analytical and

numerical tool of reconstructing the interior interface of the inhomogeneous cavity with different

kinds of boundary conditions on the exterior boundary. The factorization method was proposed

by the work [15], which can provide a sufficient and necessary computational criterion for

characterizing the shape and location of the scatterers. Therefore, it has been widely studied

for various inverse scattering problems (cf. [5, 10, 11, 16–18, 25, 29] and the references therein).

Recently, based on a technique of the detailed description of the kernel space of the related

solution operator, the factorization method has been justified in [26] for the inverse problem

of reconstructing the interior interface of a two-layered cavity in the case when the solution is

discontinuous across the interior interface, that is, u|+ = u|−, ∂νu|+ = λ∂νu|− on ∂D for λ 6= 1.

Unfortunately, the method developed in [26] is not capable of dealing with the inverse problem

under consideration since the solution of our model problem is continuous across the interior

interface, which means, u|+ = u|−, ∂νu|+ = λ∂νu|− on ∂D for λ = 1. This actually yields

that the middle operator of the factorization in [26] is only compact for the problem setting we

are considering. So, we need to develop a novel numerical algorithm, which is an approximate

factorization method constructed depending on both the refractive index in the inhomogeneous

medium and the boundary conditions on the exterior boundary, to solve our inverse problem. To

be precise, we shall establish a series of perturbation operators Nm of the near field operator N ,

which is defined on a curve located inside the cavity. It can be proved that for sufficiently large

m0 ∈ N+, the operatorNm0
, which can be viewed as a sufficiently small perturbation of the near

field operatorN , has a suitable factorization satisfying the Range Identity in [18, Theorem 2.15].

Moreover, Nm0,# can also be viewed as a sufficient small perturbation of the noisy operator N δ
#

with the noise level δ. Then the target interior interface of the inhomogeneous cavity can

be approximately determined by means of the spectral data of Nm0,# and N δ
#. Numerical

examples provided in Section 4 indeed illustrate the practicability of the proposed approximate

factorization method.

The reader is also referred to [5, 15, 27, 28] for the justification of the factorization method

for the exterior inverse medium scattering problems, to [1,12,31] for the iteration method, and

to [8, 22] for the linear sampling method.

The paper is organized as follows. In Section 2, the formulations of the model problem will

be presented. Some necessary properties on the solution operator are also provided. Section 3

is devoted to the mathematical establishment of an approximate factorization method for the

inverse problem of reconstructing the interior interface of the inhomogeneous cavity. In Sec-

tion 4, some numerical examples are carried out to illustrate the efficiency of the developed

inversion algorithm.

2. Formulations of the Scattering Problem

We begin with the formulations of our scattering problem. Let D ⊂ Rd, d = 2, 3, be
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an inhomogeneous cavity with a C2 smooth boundary Σ. Assume further that D = D0 ∪ D1

with D0 ∩ D1 = ∅, where D0, D1 denote the interior and annular part of the inhomogeneous

cavity, respectively. See Fig. 2.1 for the geometry of the scattering problem.

Consider the incident point source located at y ∈ D0 taking the form

ui(x) := Φ(x, y) =





i

4
H

(1)
0 (k|x− y|) in R2 \ {y},

1

4π

eik|x−y|

|x− y|
in R3 \ {y},

(2.1)

where Φ(x, y) is the fundamental solution of the Helmholtz equation △Φ + k2Φ = −δy in the

free space Rd. Then the scattering problem can be formulated in determining the total field u

such that 



△u+ k2n(x)u = 0 in D \ {y},
∂u

∂ν
+ λ u = 0 on Σ,

u = ui + us in D,

(2.2)

where us = u−ui is the scattered wave and n(x) represents the refractive index, which is equal

to 1 in D0. Here λ 6= 1 is a complex constant, which denotes the transmission coefficient on

Σ satisfying that Im(λ) < 0 and ν is the unit normal on Σ directed into D1. Assume further

that 0 < Re(n) < 1 and Im(n) ≥ 0 in D1. For convenience, we only consider the case when

an impedance boundary condition is imposed on the exterior boundary Σ. The same results

can be extended in a similar way to other cases such as a Dirichlet boundary condition or

a Neumann boundary condition.

Eliminating the incident field ui in D, it is easily seen that the scattered field v = us satisfies

the following boundary value problem:



△v + k2n(x)v = −qf1 in D,
∂v

∂ν
+ λ v = −f2 on Σ,

(2.3)

where

q = k2(n(x)− 1), f1 = ui, f2 =
∂ui

∂ν
+ λui.

By applying the variational approach or the integral equation method [24], one can obtain

the well-posedness result of the problem (2.3), which is presented in the coming theorem.

Fig. 2.1. Geometry of the scattering problem.
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Theorem 2.1. For f1 ∈ L2(D1) and f2 ∈ H−1/2(Σ) the problem (2.3) admits a unique solution

v ∈ H1(D) satisfying that

‖v‖H1(D) ≤ C
(
‖f1‖L2(D1) + ‖f2‖

H−
1

2 (Σ)

)

with a positive constant C > 0.

Based on Theorem 2.1, we define the solution operator G : X 7→ L2(Γ0) by

G(f1, f2)
⊤ = v|Γ0

, (2.4)

where v is the solution of the problem (2.3) with the given data

(f1, f2)
⊤ ∈ X := L2(D1)×H− 1

2 (Σ).

Here Γ0 is a closed cure in D0, which is chosen to be the boundary of a connected open domain

DΓ0
satisfying that DΓ0

⊂ D0, and that k2 is not a Dirichlet eigenvalue of −△ in DΓ0
. We

then have the properties of the operator G.

Lemma 2.1. The operator G is compact with dense range in L2(Γ0).

Proof. The compactness of the operator G follows from the interior regularity results of

the elliptic equations. To prove the denseness of G, it is sufficient to show that its adjoint

operator G∗ : L2(Γ0) 7→ X∗ is injective. We first deduce the formulation of G∗ and then prove

its injectiveness. For φ ∈ L2(Γ0) consider the following boundary value problem:




△w + k2w = 0 in D0 \ Γ0,

△w + k2nw = 0 in D1,

w|+ = w|−,
∂w

∂ν

∣∣∣
+
−
∂w

∂ν

∣∣∣
−
= φ on Γ0,

∂w

∂ν
+ λw = 0 on Σ.

(2.5)

Here |+, |− on Γ0 indicate the limits to the boundary Γ0 from inside DΓ0
and D0 \DΓ0

, respec-

tively, and ν is the unit normal in Γ0 directed into DΓ0
. Let v be solution of problem (2.3) with

the data (f1, f2) ∈ X . Then we obtain

〈
G(f1, f2)

⊤, φ
〉
Γ0

=

∫

Γ0

v

(
∂w

∂ν

∣∣∣
+
−
∂w

∂ν

∣∣∣
−

)
ds. (2.6)

Applying Green’s theorem in DΓ0
and using the boundary conditions on Γ0 yields

∫

Γ0

(
v
∂w

∂ν

∣∣∣
+
−
∂v

∂ν
w|−

)
ds = 0. (2.7)

It then follows from (2.6), (2.7), the applications of Green’s theorem in D0 \ DΓ0
and D1,

respectively, and the equations in (2.3) that

〈
G(f1, f2)

⊤, φ
〉
Γ0

=

∫

Γ0

(
∂v

∂ν
w
∣∣∣
−
− v

∂w

∂ν

∣∣∣
−

)
ds =

∫

∂D0

(
∂v

∂ν
w − v

∂w

∂ν

)
ds

=

∫

Σ

(
∂v

∂ν
w − v

∂w

∂ν

)
ds−

∫

D1

qf1wdx

= −

∫

Σ

f2wds−

∫

D1

qf1wdx. (2.8)
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So we conclude from (2.8) that

G∗φ =
(
− qw|D1

,−w|Σ
)
. (2.9)

Now let G∗φ = 0. Thus w = 0 in D1. Hence the Holmgren’s uniqueness theorem ensures that

w = 0 in D \DΓ0
. This means w|+ = w|− = 0 on Γ0, which further implies that w = 0 in DΓ0

,

since k2 is not a Dirichlet eigenvalue of −△ in DΓ0
. Then one has φ = 0 from the transmission

conditions on Γ0. This ends the proof of the lemma. �

3. The Approximate Factorization Method

This section is devoted to the studies on the approximate factorization method in recon-

structing the interior interface of the inhomogeneous cavity from many measurements taken

on Γ0. We first introduce the near-field operator N : L2(Γ0) 7→ L2(Γ0) defined by

Ng(x) :=

∫

Γ0

v(x, z)g(z)ds(z), x ∈ Γ0, (3.1)

where v is the solution of problem (2.3). In order to derive a factorization of the near field

operator N , we define the incident operator H := (H1, H2) : L
2(Γ0) 7→ X by

H1g :=

∫

Γ0

Φ(x, y)g(y)ds(y), x ∈ D1, (3.2)

H2g :=

(
∂

∂ν(x)
+ λ

)∫

Γ0

Φ(x, y)g(y)ds(y), x ∈ Σ. (3.3)

For (φ1, φ2)
⊤ ∈ X∗, it can be derived that

〈
(H1, H2)

⊤g, (φ1, φ2)
⊤
〉
X×X∗

=

∫

D1

∫

Γ0

Φ(x, y)g(y)ds(y)φ1(x)dx

+

∫

Σ

(
∂

∂ν(x)
+ λ

)∫

Γ0

Φ(x, y)g(y)ds(y)φ2(x)ds(x)

=

∫

Γ0

∫

D1

Φ(x, y)φ1(x)dxg(y)ds(y)

+

∫

Γ0

∫

Σ

(
∂

∂ν(x)
+ λ

)
Φ(x, y)φ2(x)ds(x)g(y)ds(y)

=
〈
g,H∗(φ1, φ2)

⊤
〉
X×X∗

.

It follows that H∗(φ1, φ2)
⊤ = w|Γ0

, where the function w is given by

w(x) =

∫

D1

Φ(x, y)φ1(y)dy +

∫

Σ

(
∂

∂ν(y)
+ λ

)
Φ(x, y)φ2(y)ds(y), x ∈ D. (3.4)

Notice that v is the solution of problem (2.3) corresponding to the incident wave Φ(x, y). Hence,

it is deduced from the definitions of the operator G defined in (2.4), H given in (3.2) and the

near-field operator N defined by (3.1) and the superposition principle that N = GH. Before

going further, we introduce the following operators, which will be frequently used in the rest of

the paper. Define

(Vφ)(x) :=

∫

D1

Φ(x, y)φ(y)dy, x ∈ D1,
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(Pφ)(x) :=

∫

Σ

(
∂

∂ν(y)
+ λ

)
Φ(x, y)φ(y)ds(y), x ∈ D1,

and the single- and double-layer operators and their normal derivative operators

(Sφ)(x) :=

∫

Σ

Φ(x, y)φ(y)ds(y), x ∈ Σ,

(Kφ)(x) :=

∫

Σ

∂Φ(x, y)

∂ν(y)
φ(y)ds(y), x ∈ Σ,

(K ′φ)(x) :=
∂

∂ν(x)

∫

Σ

Φ(x, y)φ(y)ds(y), x ∈ Σ,

(Tφ)(x) :=
∂

∂ν(x)

∫

Σ

∂Φ(x, y)

∂ν(y)
φ(y)ds(y), x ∈ Σ.

It is known from [6,9] that the operators S : H−1/2(Σ) 7→ H1/2(Σ),K : H1/2(Σ) 7→ H1/2(Σ),

K ′ : H−1/2(Σ) 7→ H−1/2(Σ) and T : H1/2(Σ) 7→ H−1/2(Σ) are all bounded and the operators

S,K,K ′ are also compact in the corresponding Sobolev spaces. We also define the restriction

operators

V ϕ := (Vφ)|Σ, Ṽ ϕ :=
∂

ν(x)
(Vφ)|Σ.

By [20] and the boundedness of the trace operator, we deduce that the operators V : L2(D1) 7→

H2(D1), P : H1/2(Σ) 7→ H1(D1), V : L2(D1) 7→ H3/2(Σ), Ṽ : L2(D1) 7→ H1/2(Σ) are all

bounded. Therefore, the factorization of the near-field operator N is stated and proved in the

following theorem.

Theorem 3.1. The near-field operator N has the factorization

N = −GA∗G∗,

where the matrix operator A : X∗ 7→ X is given by

A = −

(
−q1I + V P

Ṽ + λV T + λK ′ + λK + λ2S

)
.

Proof. It is noted that the function defined by (3.4) satisfies the problem (2.3) with the data

f1 = q1φ1 − Vφ1 − Pφ2, q1 =
1

q
,

−f2 = Ṽ φ1 + λV φ1 + Tφ2 + λK ′φ2 + λKφ2 + λ2Sφ2.

This can be rewritten as the form of

(
f1
f2

)
= −

(
−q1I + V P

Ṽ + λV T + λK ′ + λK + λ2S

)(
φ1
φ2

)
= Aφ.

By the definition of the operators G and H∗, we have G(f1, f2)
⊤ = w|Γ0

= H∗φ, which means

−GA = H∗. We thus deduce that H = −A∗G∗. This together with the fact that N = GH

yields the desired result that N = −GA∗G∗. This ends the proof of the theorem. �
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Theorem 3.2. The operator A defined in Theorem 3.1 is invertible and

A−1 = A−1
1 +Acom, A1 =

(
q1I 0

0 −T (i)

)
,

and the operator T (i) is the derivative of the double-layer boundary operator with the wave

number k = i.

Proof. Obviously, the operator A can be decomposed into the form of

A =

(
q1I 0

0 −T (i)

)
−

(
V P

Ṽ + λV T − T (i) + λ(K ′ +K + λS)

)
= A1 +A2.

It is easily seen that A1 is invertible on X , since Re(n) < 1 and −T (i) is invertible on H1/2(Σ).

Clearly, A2 is compact due to the compactness of the element operators. So one obtains

A = A1 + A2 is a Fredholm type operator. Next we shall show that A is injective. Let

A(φ1, φ2)
⊤ = 0 for some (φ1, φ2)

⊤ ∈ X∗. This yields that the function w(x) defined by (3.4) is

a solution of the problem (2.3) with the data (f1, f2) = 0. Thus w(x) = 0 in D follows from the

uniqueness of (2.3), which combined with the fact that △w + k2w = −φ1 in D1 immediately

leads to that φ1 = 0. Noting that w(x) defined by (3.4) satisfies the Sommerfeld condition and

Helmholtz equation △w + k2w = 0 in Rd \ D with the boundary data w = 0 on ∂D. This

gives that w = 0 in Rd \D . Therefore, we derive that φ2 = 0 by employing the jump relations

on Σ. Moreover, by a direct calculation one can easily deduce that A−1 = A−1
1 + Acom with

the operator Acom = −A−1A2A
−1
1 . This completes the proof of the theorem. �

Since N = GH and H∗ = −GA, we obtain that N = −H∗A−1H . In what follows, we

attempt to develop a series of perturbation operators Nm of the near-field operator N . Define

Nm = N + ρmH̃
∗
2T∂Ω(i)H̃2,

where ρm > 0 satisfying that ρm −→ 0 as m −→ ∞, and

T∂Ω(i) =
∂

∂ν(x)

∫

∂Ω

∂Φ(x, y, i)

∂ν(y)
φ(y)ds(y), x ∈ ∂Ω.

Here Φ(x, y, i) is the fundamental solution to the Helmholtz equation with the wave number

k = i and Ω is chosen satisfying that D0 ( Ω ( D and the operator H̃2 : L2(Γ0) 7→ H1/2(∂Ω)

is defined by

H̃2φ(x) :=

∫

Γ0

Φ(x, y)φ(y)ds(y), x ∈ ∂Ω.

It is easy to see that H̃2 is well defined and bounded. Therefore, we find that

‖Nm −N‖L2(Γ0) = ‖ρmH̃
∗
2T∂Ω(i)H̃2‖L2(Γ0)

∼= ρm −→ 0 as m −→ ∞.

We now state some properties for the operator T∂Ω(i).

Lemma 3.1. The operator −T∂Ω(i) is self-adjoint and coercive as an operator from H1/2(∂Ω)

onto H−1/2(∂Ω), i.e.

−

∫

∂Ω

T∂Ω(i)φφds ≥ c‖φ‖2H1/2(∂Ω)

for all φ ∈ H1/2(∂Ω) with some constant c > 0, and the difference T∂Ω − T∂Ω(i) : H
1/2(∂Ω) →

H−1/2(∂Ω) is compact.



8 Y.L. CUI, X.L. LI AND F.L. QU

Define the operator L : H1/2(∂Ω) 7→ H−1/2(Σ) by

Lh :=

(
∂

∂ν
+ λ

)
w|Σ,

where w satisfies 



△w + k2w = 0 in Rd \Ω,

w = h on ∂Ω,

∂w

∂|x|
− ikw = O

(
1

|x|d−1

)
as |x| −→ ∞

(3.5)

with h ∈ H1/2(∂Ω). By the well-posedness of the problem (3.5), it can be easily checked that

the operator L is well-defined and compact. It is noted that w := H̃2φ is the solution to the

problem (3.5), which in combination with the definitions of the operators L, H̃2 and H2 yields

that LH̃2 = H2. Moreover,

H =

(
H1

H2

)
=

(
I 0

0 L

)(
H1

H̃2

)
:= PH̃. (3.6)

Define the matrix Jm by

Jm =

(
0 0

0 ρmT∂Ω(i)

)
.

It thus follows that

ρmH̃
∗
2T∂Ω(i)H̃2 = H̃∗JmH̃.

This in combination with Theorem 3.1 and (3.6) yields the factorization for the operators Nm

that

Nm = N + ρmH̃
∗
2T∂Ω(i)H̃2 = H∗A−1H + H̃∗JmH̃ = H̃∗

[
P ∗A−1P + Jm

]
H̃

= H̃∗

[
P ∗

(
q1I 0

0 −T−1(i)

)
P + P ∗AcomP + Jm

]
H̃

= H̃∗

[(
I 0

0 L∗

)(
q1I 0

0 −T−1(i)

)(
I 0

0 L

)
+ P ∗AcomP + Jm

]
H̃

= H̃∗

(
q1I 0

0 ρmT∂Ω(i)

)
H̃ + H̃∗

[(
0 0

0 −L∗T−1(i)L

)
+ P ∗AcomP

]
H̃

= H̃∗
(
M̃ (1)

m + M̃ (2)
com

)
H̃ =: H̃∗M̃mH̃. (3.7)

In view of the fact that 0 < Re(n) < 1 in D1 and the operator −T∂Ω(i) is self-adjoint and

coercive as an operator from H1/2(∂Ω) onto H−1/2(∂Ω), one derives that −Re(M̃
(1)
m ) is coercive

on X̃ := L2(D1)×H1/2(∂Ω). Since the operators L,Acom are all compact, which leads to that

the operator Re(M̃
(2)
com) is compact on X̃. Recalling Lemma 2.1, the fact that H∗ = GA and

the invertibility of the matrix A implies the coming theorem.

Theorem 3.3. H̃∗ is compact with dense range in L2(S2).

Proof. With the aid of the fact that H∗ = GA and the invertibility of the matrix A, we

obtain that H∗A−1 = G. Recalling H = PH̃ yields H∗ = H̃∗P ∗. Then we deduce that

H̃∗P ∗A−1 = H∗A−1 = G. Whence the desired result follows from Lemma 2.1. This ends the

proof of the theorem. �

Furthermore, we have the following theorem.
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Theorem 3.4. For z ∈ Rd, it holds that

z ∈ Rd \D0 ⇐⇒ Φ(·, z)|Γ0
∈ R(H̃∗),

where H̃ is given by (3.6).

Proof. For z ∈ Rd \ D0, we choose a ball Bδ(z) with the center z and the radius δ > 0

satisfying that Bδ(z) ⊂ Rd \D0. Define a cut-off function χ ∈ C∞(Rd) with χ(t) = 1 for |t| ≥ δ

and χ(t) = 0 for |t| ≤ δ/2. Let

v(x) := χ(|x − z|)Φ(x, z), x ∈ Rd.

Clearly, v(x) ∈ C∞(R3) and v = Φ(·, z) for |x− z| ≥ δ. By direct calculations, it is found that

△v + k2nv = Φ△χ+ χ△Φ+ 2∇χ.∇Φ+ k2nχΦ = −qf1 in D1,

and (
∂v

∂ν
+ λv

) ∣∣∣
Σ
= f2.

It is obvious that f1 ∈ L2(D1) and f2 ∈ H−1/2(Σ). Then v is the solution to the problem (2.3)

with the data (f1, f2)
⊤ ∈ X . So we have that G(f1, f2)

⊤ = v|Γ0
= Φ(·, z)|Γ0

, which means that

Φ(·, z)|Γ0
∈ R(G). Making use of the fact that H∗ = GA and the matrix A is invertible, we

obtain that Φ(·, z)|Γ0
∈ H∗. This together with H∗ = H̃∗P ∗ yields that Φ(·, z)|Γ0

∈ R(H̃∗).

For z /∈ Rd \D0, let φ
z = (φz1, φ

z
2)

⊤ ∈ X̃∗ be such that H̃∗φz = Φz|Γ0
. Hence, we arrive at

that

H̃∗φz =

∫

D1

Φ(·, y)φz1(y)dy +

∫

∂Ω

Φ(·, y)φz2(y)ds(y) = Φ(·, z)|Γ0
in D0 \ {z}.

From the above equality, we find that the left-hand is continuous at z whereas the right-hand

is singular at z, which leads to a contradiction. This ends the proof of the theorem. �

To justify the approximate factorization method we need to show the following theorem.

Theorem 3.5. Let M̃m = M̃
(1)
m + M̃

(2)
com be defined by (3.7), then

(i) M̃
(1)
m is coercive and M̃

(2)
com is compact.

(ii) Im〈M̃mφ, φ〉 > 0 for all φ ∈ R(H̃) with φ 6= 0.

Proof. The assertion (i) follows from the properties of M
(1)
m and M

(2)
com, see the discussions

below (3.7).

(ii) We first show that Im〈M̃mφ, φ〉 ≥ 0. Since the operator T (i) is self-adjoint, we find that

for φ ∈ R(H̃),

Im
〈
M̃mφ, φ

〉
= Im

〈(
P ∗A−1P + Jm

)
φ, φ

〉
= Im

〈
P ∗A−1Pφ, φ

〉

= Im
〈
A−1Pφ, Pφ

〉
= Im

〈
Pφ, (A−1)∗Pφ

〉

= Im
〈
A∗
(
(A−1)∗Pφ

)
, (A−1)∗Pφ

〉
:= 〈A∗ψ, ψ〉,

where ψ := A−1∗Pφ. For φ ∈ R(H̃), since H = PH̃ one derives that Pφ ∈ R(H). Recalling

H∗ = GA yields G∗ = A−1∗H , which further implies that ψ := A−1∗Pφ ∈ R(G∗). In order to

prove assertion (ii), it suffices to show that

Im〈ψ,Aψ〉 ≥ 0 for ψ ∈ R(G∗).
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Let ψ = (ψ1, ψ2). Define the function

w(x) =

∫

D1

Φ(x, y)ψ1(y)dy +

∫

Σ

(
∂

∂ν(y)
+ λ

)
Φ(x, y)ψ2(y)ds(y)

=: w1 + w2, x ∈ Rd \ Σ. (3.8)

It is easily seen that w is the solution to the problem (2.3) with the data

f1 = q1ψ1 − w, f2 = −

(
∂

∂ν
+ λ

)
w|Σ.

Noting that

ψ2 = w|+ − w|−, λψ2 =
∂w

∂ν

∣∣∣
−
−
∂w

∂ν

∣∣∣
+
, λψ2 =

∂w2

∂ν

∣∣∣
−
−
∂w2

∂ν

∣∣∣
+

on Σ,

where |+, |− on Σ indicate the limits to the boundary Σ from inside D and outside Rd \ D,

respectively. One then obtains

〈Aψ,ψ〉X×X∗ =
〈
(f1, f2)

⊤, (ψ1, ψ2)
⊤
〉
X×X∗

= 〈q1ψ1 − w,ψ1〉D1
−

〈(
∂w

∂ν
+ λw

) ∣∣∣
+
, ψ2

〉

Σ

= 〈q1ψ1, ψ1〉D1
− 〈w1, ψ1〉D1

− 〈w2, ψ1〉D1
−

〈
∂w

∂ν

∣∣∣
+
, ψ2

〉

Σ

− λ〈w1|+, ψ2〉Σ − λ〈w2|+, ψ2〉Σ

:= I1 + I2 + I3 + I4 + I5 + I6.

It is obvious that Im(I1) ≤ 0 since Im(n) ≥ 0. For the term I2, we have

I2 = −〈w1, ψ1〉D1
=

∫

D1

w1

(
△w1 + k2w1

)
dx

=

(∫

∂D0

−

∫

Σ

)
w1
∂w1

∂ν
ds−

∫

D1

|∇w1|
2dx+

∫

D1

k2|w1|
2dx.

Making use of the Green’s theorem in D0 and BR \D0, respectively, we deduce that

Im(I2) = −

〈
w1,

∂w1

∂ν

〉

Σ

.

For the term I3, it is found that

I3 = −〈w2, ψ1〉D1
=

∫

D1

w2

(
△w1 + k2w1

)
dx

=

∫

∂D0

w2
∂w1

∂ν
ds−

〈
w2|+,

∂w1

∂ν

∣∣∣
+

〉

Σ

−

∫

D1

(
∇w2 · ∇w1 − k2w2w1

)
dx.

For the term I4, we have

−I4 =

〈
∂w

∂ν

∣∣∣
+
, ψ2

〉

Σ

=

〈
∂w

∂ν

∣∣∣
−
, ψ2

〉

Σ

− λ〈ψ2, ψ2〉Σ.
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We next deal with the term 〈(∂w/∂ν)|−, ψ2〉Σ:
〈
∂w

∂ν

∣∣∣
−
, ψ2

〉

Σ

=

〈
∂w

∂ν

∣∣∣
−
, w|+ − w|−

〉

Σ

=

〈
∂w

∂ν

∣∣∣
−
, w|+

〉

Σ

−

〈
∂w

∂ν

∣∣∣
−
, w|−

〉

Σ

,

〈
∂w

∂ν

∣∣∣
−
, w|+

〉

Σ

=

〈
∂w1

∂ν

∣∣∣
−
, w1|+

〉

Σ

+

〈
∂w1

∂ν

∣∣∣
−
, w2|+

〉

Σ

+

〈
∂w2

∂ν

∣∣∣
−
, w1|+

〉

Σ

+

〈
∂w2

∂ν

∣∣∣
−
, w2|+

〉

Σ

,

〈
∂w

∂ν

∣∣∣
−
, w|−

〉

Σ

=

∫

Σ

∂w

∂ν

∣∣∣
−
w|−ds =

∫

∂BR

∂w

∂ν
wds+

∫

BR\D

(
|∇w|2 − k2|w|2

)
dx.

It then follows that

−Im(I4) = Im

(∫

∂BR

∂w

∂ν
wds+

〈
∂w1

∂ν

∣∣∣
−
, w1|−

〉

Σ

+

〈
∂w1

∂ν

∣∣∣
−
, w2|+

〉

Σ

+

〈
∂w2

∂ν

∣∣∣
−
, w1|+

〉

Σ

+

〈
∂w2

∂ν

∣∣∣
−
, w2|+

〉

Σ

)
.

By using the jump relations on Σ, we obtain that

−I5 = λ〈w1|+, ψ2〉Σ =

〈
w1|+,

∂w2

∂ν

∣∣∣
−

〉

Σ

−

〈
w1|+,

∂w2

∂ν

∣∣∣
+

〉

Σ

.

For the term 〈w1|+, (∂w2/∂ν)|+〉Σ, applying the Green’s theorem in D1 yields
〈
w1|+,

∂w2

∂ν

∣∣∣
+

〉

Σ

=

∫

∂D0

w1
∂w2

∂ν
ds−

∫

D1

(
∇w1 · ∇w2 − k2w1w2

)
dx.

This in combination with the term I3 and the applications of the Green’s theorem in D0 imply

that

−Im(I3 + I5) = Im

〈
w1|+,

∂w2

∂ν

∣∣∣
−

〉

Σ

+ Im

〈
w2|+,

∂w1

∂ν

∣∣∣
+

〉

Σ

.

It is further found that

−I6 = λ〈w2, ψ2〉Σ =

〈
w2|+,

∂w2

∂ν

∣∣∣
−

〉
−

〈
w2|+,

∂w2

∂ν

∣∣∣
+

〉
.

Therefore, making use of the fact that

Im

〈
w1|+,

∂w2

∂ν

∣∣∣
−

〉

Σ

+ Im

〈
∂w2

∂ν
|−, w1

∣∣∣
+

〉

Σ

= 0,

Im

〈
w2|+,

∂w1

∂ν

∣∣∣
−

〉

Σ

+ Im

〈
∂w1

∂ν
|−, w2

∣∣∣
+

〉

Σ

= 0,

Im

〈
∂w2

∂ν
|−, w2

∣∣∣
+
,

〉

Σ

+ Im

〈
w2|+,

∂w2

∂ν

∣∣∣
−

〉

Σ

= 0,

we conclude from the above analysis for the terms I1 − I6, the fact that Im(λ) < 0 and the

Sommerfeld radiation condition that

Im〈Aψ,ψ〉X×X∗ =

∫

∂BR

∂w

∂ν
wds+ Im(λ)〈ψ2, ψ2〉Σ

= −
k

(4π)2

∫

S2

|w∞|2ds+ Im(λ)〈ψ2, ψ2〉Σ ≤ 0, ∀ψ ∈ R(G∗), ψ 6= 0,

where w∞ is the far-field pattern of w defined by (3.8).
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Let Im〈Aψ,ψ〉X×X∗ = 0 for some ψ ∈ R(G∗). Thus, one immediately obtains that w∞ = 0

and ψ2 = 0. So, w = 0 in Rd \D follows from Rellich’s Lemma. Since −ψ ∈ R(G∗), there exists

a sequence {gj} ⊂ L2(Γ0) satisfying that G∗gj → −ψ as j → ∞.

It is known from (2.9) that

(qpj |D1
, pj |Σ) → ψ as j → ∞, (3.9)

where pj is the solution of the problem (2.5) associated with the boundary data φ = gj on Γ0.

Define wj to be w as in (3.8) with ψ1 := qpj |D1
and ψ2 := pj |Σ. It then follows from (3.9) that

‖wj − w‖H1(D1) → 0 as j → ∞. Since

wj(x) =

∫

D1

Φ(x, y)q(y)pj(y)dy +

∫

Σ

(
∂

∂ν(y)
+ λ

)
Φ(x, y)pjds(y), x ∈ Rd \ Σ, (3.10)

it is easily seen that △wj + k2wj = −qpj in D1. Moreover, applying Green’s representation

theorem leads to that

pj(x) =

∫

∂D0

{
∂pj(y)

∂ν(y)
Φ(x, y)− pj(y)

∂Φ(x, y)

∂ν(y)

}
ds(y)

+

∫

D1

Φ(x, y)q(y)pj(y)dy +

∫

Σ

(
∂

∂ν(y)
+ λ

)
Φ(x, y)pj(y)ds(y), x ∈ D1.

This in combination with (3.10) and the transmission conditions on Γ0 in the problem (2.5)

implies that

pj(x)− wj(x) =

∫

∂D0

{
∂pj(y)

∂ν(y)
Φ(x, y)− pj(y)

∂Φ(x, y)

∂ν(y)

}
ds(y)

=

∫

Γ0

{
∂pj(y)

∂ν(y)
|+Φ(x, y)− pj(y)|+

∂Φ(x, y)

∂ν(y)

}
ds(y)

=

∫

Γ0

{(
∂pj(y)

∂ν(y)
|− − gj(y)

)
Φ(x, y)− pj(y)|+

∂Φ(x, y)

∂ν(y)

}
ds(y)

= −

∫

Γ0

Φ(x, y)gj(y)ds(y) =: vj(x), x ∈ D1. (3.11)

From (3.11) it is seen that pj − wj can be extended into Rd \D by vj and

vj →
ψ1

q
− w in L2(D1), (3.12)

as j → ∞. Since ψ2 = 0 and w = 0 in Rd \D and ∂pj/∂ν + λpj = 0 on Σ, we conclude that

vj → v, as j → ∞, where v satisfies the following boundary value problem:






△v + k2v = 0 in Rd \D,
∂v

∂ν
+ λv = 0 on Σ,

∂v

∂|x|
− ikv = O

(
1

|x|d−1

)
as |x| −→ ∞.

(3.13)

The uniqueness of the problem (3.13) gives v = 0 in Rd \D, which together with the unique

continuation principle yields that v = 0 in D1. On the other hand, it is deduced from (3.8) and
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(3.13) that w satisfies the equation that △w + k2w = −qv = 0 in D1. So that, w is a solution

of the Helmholtz equation △w+k2w = 0 in D with the boundary data ∂w/∂ν = w = 0 on ∂D.

Hence we conclude that w = 0 in D, which further means that ψ1 = 0 since △w + k2w = −ψ1

in D1. This completes the proof of the theorem. �

Relying on Theorems 3.4 and 3.5, we are now in a position to provide a sufficient and

necessary computational criterion for reconstructing the interior part D0 of the inhomogeneous

cavity.

Theorem 3.6. For z ∈ Rd, let φz := Φ(·, z)|Γ0
with Φ(·, z) be given by (2.1). Then

z ∈ Rd \D0 ⇐⇒ W (z) :=



∑

j

|〈φz , ψj〉L2(Γ0)|
2

λj



−1

> 0, (3.14)

where {λj ;ψj}j∈N is an eigen-system of the self-adjoint operator N# := |Re(N)|+ |Im(N)|.

Proof. The proof follows from the range identity [18, Theorem 2.15] in conjunction with

Theorems 3.4 and 3.5 and Picard’s range criterion. �

Remark 3.1. Theorem 3.6 can be similarly extended to the Dirichlet boundary value problem,

that is, u = 0 on the exterior boundary Σ or the Neumann boundary value problem, i.e.

∂u/∂ν = 0 on the exterior boundary Σ. It is remarked that the similar results as that of

Theorem 3.6 can also be derived for the case when Re(n) > 1 with different kinds of boundary

conditions. The numerical experiments carried out in Section 4 also show that the inversion

algorithms are valid.

4. The Numerical Implementation of the Reconstruction of D0

In this section, the practicability of our developed reconstruction method is studied by

carrying out several numerical experiments in R2. In all numerical examples, the measurement

curve Γ0 is chosen to be a circle. The scattered field data us(x, y) is discretized for a finite

number of measurement points xi ∈ Γ0 and source points yj ∈ Γ0 for i, j = 1, 2, . . . ,M , which

are equidistantly distributed on the chosen curve Γ0. In what follows, we shall use the integral

equation method with the Nyström algorithm (see, e.g. [9]) to generate the synthetic scattered

field data. Hence, the measured data can be derived as the matrix NM = (us(xi, yj)) ∈ CM×M .

So that the indicator function W (z) defined by (3.14) could be approximated as follows:

WM (z) =




M∑

p=1

1

λp

∣∣∣∣∣

M∑

q=1

φz,qψp,q

∣∣∣∣∣

2



−1

for z ∈ R2. (4.1)

Here {λp;ψp}Mp=1 is the eigen-system of the self-adjoint matrix

NM,# := |Re(NM )|+ |Im(NM )|

with ψp = (ψp,q)
M
q=1 and {φz,q}Mq=1 is the discretization of the test function φz. Based on

Theorem 3.6, it is expected that WM (z) is much smaller for z ∈ D0 compared with that

for z /∈ D0.
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In all numerical examples, we shall also show the viability of the developed numerical method

from the view of noisy data. The noisy data usδ is simulated by

usδ(xi, yj) = us(xi, yj) + δ(ξ1 + iξ2)|u
s(xi, yj)|

for i, j = 1, 2, . . . ,M , where δ > 0 is called the noise ratio and ξ1, ξ2 are random numbers

normally distributed in [−1, 1]. Therefore, the perturbed matrix with noisy level δ is given by

N δ
M :=

(
usδ(xi, yj)

)
∈ CM×M ,

(N δ
M )# :=

∣∣Re
(
N δ

M

)∣∣+
∣∣Im
(
N δ

M

)∣∣.

By using the similar arguments as that in the formula (4.1), the truncated indicator function

W δ
M (z) can be computed from the eigen-system of the perturbed matrix (N δ

M )#.

In the following examples, we set M = 64 or M = 128 and use the test curves given in

Table 4.1. And WM (z) is for (b) and WM (z)δ for (c), (d) in Figs. 4.1, 4.3, 4.4, 4.6.

Table 4.1: Parametrization of the curve.

Curve type Parametrization

Circle shaped x(t) = R(cos t,sin t), t ∈ [0, 2π], R > 0

Ellipse shaped x(t) =(5 cos t,4 sin t), t ∈ [0, 2π]

Rounded square (large) x(t) =(3/2)(cos3 t+ cos t, sin3 t+ sin t), t ∈ [0, 2π]

Rounded square (small) x(t) =(3/4)(cos3 t+ cos t, sin3 t+ sin t), t ∈ [0, 2π]

Peanut shaped x(t) =
√

cos2 t+ 0.25 sin2 t(cos t, sin t), t ∈ [0, 2π]

(a) Physical configuration (b) No noise

(c) 2% noise (d) 5% noise

Fig. 4.1. Reconstruction of circle-shaped interface Σ0. The circle-shaped boundary Σ is sound soft.

The wavenumbers are k1 = 2, k = 1 and M = 64.
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Example 4.1. In this example, we consider the case when the Dirichlet boundary condition

is imposed on the exterior boundary Σ, that is, Σ is a sound-soft, circle-shaped boundary with

radius R = 4 and center at (0, 0), and the interior interface Σ0 is circle-shaped with radius R = 1

and center at (0, 0). See Fig. 4.3(a) for the physical configuration. Here the wave numbers are

k1 = 2 and k = 1. For the inverse problem, the measurement curve Γ0 is chosen to be the

circle with radius R = 0.5 and center at (0, 0). The reconstruction results of the interface Σ0

are presented in Fig. 4.3 by using the scattered-field data without noise, with 2% noise and

with 5% noise, respectively. In Fig. 4.2, we also provide the comparison of the imaging function

WM (z) defined by (4.1) at x = 0.4, 0.8, 3.2 for Fig. 4.1(b).

Fig. 4.2. Comparison of the imaging function WM(z) defined by (4.1) at x = 0.4, 0.8, 3.2 for Fig. 4.1(b).

(a) Physical configuration (b) No noise

(c) 2% noise (d) 5% noise

Fig. 4.3. Reconstruction of circle-shaped interface Σ0. The circle-shaped boundary Σ is sound soft.

The wavenumbers are k1 = 2, k = 1 and M = 128.
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Example 4.2. In this example, we consider the case when the Neumann boundary condition

is imposed on the exterior boundary Σ, that is, Σ is a sound-hard, rounded square-shaped

boundary, and the interior interface Σ0 is peanut-shaped. See Fig. 4.4(a) for the physical

configuration. Moreover, the wave numbers are k1 = 1+2i and k = 2. For the inverse problem,

the measurement curve Γ0 is chosen to be the circle with radius R = 0.3 and center at (0, 0).

The reconstruction results of the interface Σ0 are presented in Fig. 4.4 by using the scattered-

field data without noise, with 2% noise and with 5% noise, respectively. In Fig. 4.5, we also

provide the comparison of the imaging function WM (z) defined by (4.1) at x = 0.4, 0.8, 3.2 for

Fig. 4.4(b).

(a) Physical configuration (b) No noise

(c) 2% noise (d) 5% noise

Fig. 4.4. Reconstruction of peanut-shaped interface Σ0. The rounded square-shaped boundary Σ is

sound hard. The wavenumbers are k1 = 1 + 2i, k = 2 and M = 64.

Fig. 4.5. Comparison of the imaging function WM(z) defined by (4.1) at x = 0.4, 0.8, 3.2 for Fig. 4.4(b).
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Example 4.3. In this example, we consider the case when the impedance boundary condition

is imposed on the exterior boundary Σ, that is, Σ is ellipse-shaped boundary, and the interior

interface Σ0 is rounded square-shaped. See Fig. 4.6(a) for the physical configuration. Moreover,

the wave numbers are k1 = 0.8 + 5i and k = 1 and the impedance coefficient is given by

β(x(t)) = 2+cos(t), t ∈ [0, 2π]. For the inverse problem, the measurement curve Γ0 is chosen to

be the circle with radius R = 0.7 and center at (0, 0). The reconstruction results of the interface

Σ0 are presented in Fig. 4.6 by using the scattered-field data without noise, with 2% noise and

with 5% noise, respectively. In Fig. 4.7, we also provide the comparison of the imaging function

WM (z) defined by (4.1) at x = 0.4, 0.8, 3.2 for Fig. 4.6(b).

(a) Physical configuration (b) No noise

(c) 2% noise (d) 5% noise

Fig. 4.6. Reconstruction of rounded square-shaped interface Σ0. The ellipse-shaped boundary Σ is

imposed with impedance boundary condition. The wavenumbers are k1 = 0.8 + 5i, k = 1,M = 64 and

the impedance coefficient is given by β(x(t)) = 2 + cos(t), t ∈ [0, 2π].

Fig. 4.7. Comparison of the imaging function WM(z) defined by (4.1) at x = 0.4, 0.8, 3.2 for Fig. 4.6(b).
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5. Conclusion

We have presented the numerical results of some preliminary examples for approximately

reconstructing the interior part of the inhomogeneous cavity with different kinds of boundary

conditions imposed on the exterior boundary Σ. From the above four numerical examples and

the other cases carried out but not presented here it is shown that the inversion algorithm

based on the developed approximate factorization method obtains satisfactory reconstructions

of the interior part D0. It is also seen from the numerical Example 4.1 for different truncation

numbers M = 64 and M = 128 (see Figs. 4.1 and 4.3) that the reconstructed result does not

seem obviously better for case when M = 128 than that for the case when M = 64. This

allows us to choose the truncation number M = 64 in the following numerical experiments,

which also needs less time to be carried out. In fact, the truncation number M is related to

the computational result of the scattered wave field us. Usually, if the truncation number

M is larger, the corresponding computational result is more better. So we conclude that

if the reconstruction result is satisfactory for some fixed M, we can not obtain more better

results even for the larger M . Moreover, it is found from the mathematical analysis and the

numerical experiments that the physical property (i.e. the boundary conditions) of the exterior

boundary Σ is not needed to be known in advance. In the future, we plan to extend the method

to the cases of inverse elastic scattering or inverse electromagnetic scattering which are more

challenging.
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