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#### Abstract

A time multipoint nonlocal problem for a Schrödinger equation driven by a cylindrical $Q$-Wiener process is presented. The initial value depends on a finite number of future values. Existence and uniqueness of a solution formulated as a mild solution is obtained. A single-step implicit Euler-Maruyama difference scheme, a Rothe-Maryuama scheme, is suggested as a numerical solution. Convergence rate for the solution of the difference scheme is established. The theoretical statements for the solution of this difference scheme is supported by a numerical example.
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## 1. Introduction

Typically, phenomena evolving in time in various fields such as natural sciences, engineering, and finance are described in terms of differential equations. In models for which uncertainty is needed to build into the model, inherent randomness is a natural additional ingredient.

The most well-known differential equations subjected to randomness are stochastic ordinary differential equations of which among the most profound example model stock prices, see e.g. [28]. Partial differential equations with uncertainty can also be handled as stochastic partial differential equations, see e.g. [26] where applications to environmental pollution models and bond market models appear. In the above examples the initial value is typically independent of the time-evolving random noise. For backward stochastic differential equations, suitable for stochastic control and option pricing, the final value is a random variable adapted to the filtration at the final time point where the solution is nevertheless non-anticipating, see e.g. [23, Section 3]. In [22, Chapter 3.3] a stochastic two point boundary problem is considered. It is a finite-dimensional linear Stratonovich stochastic differential equation where the initial value depends linearly on the final value and is therefore anticipating, existence and uniqueness

[^0]of a solution is shown. For a shooting method as a numerical solution to a stochastic two-point boundary value problem, see [6].

Existence and uniqueness of solution to evolution equations with nonlocal bondary conditions, formulated as abstract nonlocal Cauchy problems, are typically shown by fixed point arguments, see e.g. [2,3,11,16]; in [3] an application is given by a diffusion of a small amount of gas in a transparent tube which allows measurements at different time points and not just at time zero. In [8], a deterministic Schrödinger equation is studied where the initial value is a linear combination of future values, i.e. there are non-local boundary conditions in time. Existence, uniqueness, as well as stability of a numerical approximation is obtained. Also in [17,18], infinite dimensional time-nonlocal problems for deterministic Schrödinger type equations is considered. In [33] various applications of deterministic time-nonlocal dynamical systems are reviewed, also including Schrödinger equations. Time-nonlocal dynamical systems allow couplings of the initial conditions with the system in a nonlocal manner, rather than at a single point [33]. Note that time-nonlocal problems are generalisations of for instance periodic conditions, see e.g. [32]. The most applications refereed to are in quantum mechanics where for instance it can be seen as a way to mitigate the influence of initial conditions, or include the ability to impose initial and final boundary conditions on the evolution of a quantum system. For nonlocal in time problems applied to radionuclides propagation in Stokes fluid and problems of predicting the state of a medium see e.g. references in [9].

A stochastically dispersed Schrödinger equation with a linear diffusive term is known as the Belavkin equation; for a rigorous treatment of such equations see e.g. [25]. For analysis of stochastic Schrödinger equations with cubic nonlinear drift subjected to a multiplicative finitedimensional Wiener process and standard initial value condition, see for instance $[1,10,15,30]$; in [30] and its references, applications appear in optical fiber communication; in [15] stability of finite element approximation in space combined with various time discretization schemes such as explicit and implicit Euler and Crank-Nicolson schemes is obtained where the noise is of Stratonovich type and the equation is formulated in a variational weak form; for more references of numerics of stochastic nonlinear Schrödinger equations with given initial value see for instance the references in [15]. In [5], an infinite-dimensional $Q$-Wiener process is allowed where for the case of linear stochastic Schrödinger equation, temporal discretization convergence of an exponential integrator scheme is obtained of order one for additive noise and $1 / 2$ for multiplicative noise. In [12-14] strong and weak convergence rates of several numerical schemes for stochastic nonlinear Schrödinger equations with non-monotone coefficients and multiplicative noise with given initial value are derived. In [31], numerics for deterministic nonlocal-in-time Schrödinger equations is considered.

In this paper, a stochastic Schrödinger equation with a time-dependent Gaussian excitation and time non-local initial condition is considered, which, to our knowledge, is novel in combining temporal discretization of a stochastic Schrödinger equation subjected to a cylindrical $Q$-Wiener process with time multi-point initial condition. Since the initial value is a linear combination of future values, the solution is not adapted to the given filtration. Here the drift is linear and the dispersion is non-anticipating. That makes it possible to formulate a solution within the framework of Itô-integrals in infinite dimensions, here in a mild form, which can be compared to the finite-dimensional linear two-point boundary stochastic differential equation [22] where a mild form is not needed.

The involved operator in [7] is self-adjoint positive definite while in [8] and in this paper the operator is only assumed to be self-adjoint. In [7], writing the equation in a mild form, the
equation is driven by a one-dimensional Wiener process. In this paper the solution is also in a mild form driven by a noise of the type $f(t) d W$ where $W$ is a cylindrical $Q$-Wiener process and $f(t)$ fulfills a Hilbert-Schmidt boundedness making stochastic integrals $\int_{0}^{t} f(s) d W(s)$ welldefined. Existence and uniqueness is shown together with stability and convergence of a RotheMaruyama difference scheme which is an implicit scheme of Euler-Maruyama type, here adapted to the time multi-point boundary condition.

In Section 2, the stochastic Schrödinger problem is formulated. In Section 3, existence and uniqueness result are obtained. In Section 4, the Rothe-Maruyama time multipoint boundary together with convergence of the scheme is shown. In Section 5, the numerical scheme is applied to a non-trivial example, including a spatial discretization scheme, supporting the convergence. The paper ends with conclusions in Section 6.

## 2. Formulation of The Stochastic Shrödinger Equation

Let $(\Omega, \mathcal{F}, P)$ be a probability space with filtration $\left\{\mathcal{F}_{t}\right\}_{t \in[0, T]} \subset \mathcal{F}$ and $U$ and $H$ separable Hilbert spaces. Let $(\cdot, \cdot)$ denote the inner product and $\|\cdot\|$ denote the norm of $H$. For an $\mathcal{F}$-measurable random variable $X$ with values in $H$ let $\|X\|_{L^{2}(\Omega, H)}=\left(E\left[\|X\|^{2}\right]\right)^{1 / 2}$.

Following $[19,27]$ we introduce a cylindrical $Q$-Wiener process which is said to be in $U$ as follows: Consider a linear self-adjoint, positive semidefinite operator $Q: U \mapsto U$, not necessarily with a finite trace. Then $U_{0}:=Q^{1 / 2}(U)$ can be Hilbert-Schmidt embedded into a Hilbert space $U_{1}$ by a linear map $\mathfrak{J}: U_{0} \mapsto U_{1}$, for which

$$
\sum_{i=1}^{\infty}\left\|\mathfrak{J} e_{i}\right\|_{U_{1}}^{2}<\infty
$$

where $\left\{e_{i}\right\}_{i=1}^{\infty}$ denotes an orthonormal basis of $U_{0}$ and $\|\cdot\|_{U_{1}}$ is the norm in $U_{1}$. We let throughout $W=\{W(t)\}_{t \in[0, T]}$ be a cylindrical $Q$-Wiener process in $U$ adapted to the filtration $\left\{\mathcal{F}_{t}\right\}_{t \in[0, T]}$. More explicitly, it means that the cylindrical $Q$-Wiener process can be represented in the form

$$
W(t)=\sum_{i=1}^{\infty} \beta_{i}(t) \mathfrak{J} e_{i}, \quad \forall t \in[0, T]
$$

where $\left\{\beta_{i}\right\}_{i=1}^{\infty}$ is a sequence of standard one-dimensional Wiener processes and the series is convergent in $U_{1}$ almost surely (which in fact means that $W(t)$ takes values in $U_{1}$ and not necessarily in $U$ ). If $Q$ has finite trace we can select $\mathfrak{J}=I$ and $U_{1}=U,[19,27]$.

Let, as in [19, 27], $L\left(U_{0}, H\right)$ denote the set of linear maps $U_{0} \mapsto H$ and $\mathcal{N}_{W}$ be the set of predictable processes $\Psi: \Omega \times[0, T] \mapsto L\left(U_{0}, H\right)$ such that the probability $P\left(\int_{0}^{T}\|\Psi(s)\|_{L_{2}^{0}}^{2} d s<\infty\right)$ is one, where

$$
\|\Psi(s)\|_{L_{2}^{0}}^{2}:=\sum_{i=1}^{\infty}\left\|\Psi(s) e_{i}\right\|^{2}
$$

the squared Hilbert-Schmidt norm of $\Psi(s)=\Psi(\cdot, s)$. For stochastic processes $\varphi$ in $\mathcal{N}_{W}$, the $H$-valued Itô-integral

$$
\int_{0}^{T} \Psi(s) d W(s):=\int_{0}^{T} \Psi(s) \circ \mathfrak{J}^{-1} d W(s)
$$

with respect to the cylindrical Wiener process $W$ is well-defined.
Denote by $L(H)=L(H, H)$ the set of linear continuous maps $G: H \mapsto H$ with norm

$$
\|G\|_{L(H)}=\sup \{\|G(x)\|:\|x\|=1\}
$$

In this article, the time multipoint nonlocal problem for the stochastic Schrödinger equation

$$
\left\{\begin{array}{l}
i d u(t)+A u(t) d t=f(t) d W(t), \quad 0<t<T  \tag{2.1}\\
u(0)=\sum_{m=1}^{p} \alpha_{m} u\left(\lambda_{m}\right)+\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right) \\
0<\lambda_{1}<\lambda_{2}<\cdots<\lambda_{p} \leq T
\end{array}\right.
$$

is considered, where $\varphi: \mathbb{R}^{p} \mapsto H$ is a map on $H$ such that $\left\|\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right)\right\|_{L^{2}(\Omega, H)}<\infty$, $i^{2}=-1, \alpha_{1}, \cdots, \alpha_{p}$ are constants, and $f \in \mathcal{N}_{W} . A$ is a linear not necessarily bounded selfadjoint operator on $H$, domain of $A$ is dense in $H$ and $p$ is a positive integer.

## 3. Time Nonlocal Problem

Since $A$ is a self-adjoint operator on the Hilbert space $H$, by Stone's theorem together with [4, Example 4.12], the operators

$$
e^{i A t}:=\sum_{k=0}^{\infty} \frac{(i A t)^{k}}{k!}
$$

form a strongly continuous semigroup where $e^{i A t}$ is unitary and the adjoint of $e^{i A t}$ is

$$
\left(e^{i A t}\right)^{*}=\left(e^{i A t}\right)^{-1}=e^{-i A t}
$$

The sum $\sum_{k=0}^{\infty}\left((i A t)^{k} / k!\right)$ is uniformly convergent if $A$ is bounded and strongly convergent if $A$ is unbounded. The operator $i A$ is the infinitesimal generator of a strongly continuous semigroup $S(t):=e^{i A t}$. The domain of $A, D(A)$, is dense in $H$ and for any $f \in D(A)$,

$$
-i \frac{d}{d t} S(t) f=A S(t) f=S(t) A f
$$

see [4, Example 4.12]. Using the spectral representation of self-adjoint operator (see [4, p. 153]), we have

$$
\left\|e^{i A t}\right\|_{L(H)}=\sup _{\lambda \in \sigma(A)}\left|e^{i \lambda t}\right| \leq 1
$$

where $\sigma(A)$ is the spectrum of the a self-adjoint operator $A$. See also [24] for a suitable reference.
Assume throughout that

$$
\begin{equation*}
\sup _{t \in[0, T]} \int_{0}^{t} E\left[\left\|e^{i A(t-s)} f(s)\right\|_{L_{2}^{0}}^{2}\right] d s<\infty . \tag{3.1}
\end{equation*}
$$

Note that (3.1) implies that $\int_{0}^{t} e^{i A(t-s)} f(s) d W(s)$ is a well-defined element in $H$, cf. [27]. Furthermore, by the Itô-isomorphism [27],

$$
E\left(\left\|\int_{0}^{t} e^{i A(t-s)} f(s) d W(s)\right\|^{2}\right)=\int_{0}^{t} E\left(\left\|e^{i A(t-s)} f(s)\right\|_{L_{2}^{0}}^{2}\right) d s
$$

Definition 3.1 (Mild Solution). A solution to (2.1) is an $H$-valued process $\{u(t)\}_{t \in[0, T]}$ such that

$$
\left\{\begin{array}{l}
u(t)=e^{i A t} u(0)-i \int_{0}^{t} e^{i A(t-s)} f(s) d W(s), \quad t \in[0, T]  \tag{3.2}\\
u(0)=\sum_{m=1}^{p} \alpha_{m} u\left(\lambda_{m}\right)+\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right)
\end{array}\right.
$$

is satisfied.

Theorem 3.1. Assume $\sum_{m=1}^{p}\left|\alpha_{m}\right|<1$. Then there exists a unique solution $u(t)$ of the problem (2.1) and the following stability inequality is satisfied:

$$
\begin{align*}
\sup _{t \in[0, T]}\|u(t)\|_{L^{2}(\Omega, H)} \leq & \left(1-\sum_{k=1}^{m}\left|\alpha_{m}\right|\right)^{-1} \\
& \times\left(\sup _{t \in[0, T]}\left(\int_{0}^{t} E\left(\left\|e^{-i A(t-s)} f(s)\right\|_{L_{2}^{0}}^{2}\right) d s\right)^{\frac{1}{2}}\right. \\
& \left.+\left\|\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right)\right\|_{L^{2}(\Omega, H)}\right) \tag{3.3}
\end{align*}
$$

Note that $u(0) \notin \mathcal{F}_{0}$ which means the proof of Theorem 3.1 is somewhat different from standard proofs of existence and uniqueness of solutions of infinite dimensional stochastic differential equations.

Proof. Firstly, existence of a mild solution will be shown. Since

$$
\left\|\left(I-\sum_{m=1}^{p} \alpha_{m} e^{i A \lambda_{m}}\right)-I\right\|_{L(H)} \leq \sum_{m=1}^{p}\left|\alpha_{m}\right|\left\|e^{i A \lambda_{m}}\right\|_{L(H)} \leq \sum_{m=1}^{p}\left|\alpha_{m}\right|<1
$$

the operator $I-\sum_{m=1}^{p} \alpha_{m} e^{i A \lambda_{m}}: H \mapsto H$ is bijective and has an inverse

$$
J=\left(I-\sum_{m=1}^{p} \alpha_{m} e^{i A \lambda_{m}}\right)^{-1}=\sum_{k=1}^{\infty}\left(\sum_{m=1}^{p} \alpha_{m} e^{i A \lambda_{m}}\right)^{k}
$$

with

$$
\begin{aligned}
\|J\|_{L(H)} & \leq \sum_{k=1}^{\infty}\left\|\sum_{m=1}^{p} \alpha_{m} e^{i A \lambda_{m}}\right\|_{L(H)}^{k} \leq \sum_{k=1}^{\infty}\left(\sum_{m=1}^{p}\left|\alpha_{m}\right|\left\|e^{i A \lambda_{m}}\right\|_{L(H)}\right)^{k} \\
& \leq \sum_{k=1}^{\infty}\left(\sum_{m=1}^{p}\left|\alpha_{m}\right|\right)^{k}=\left(1-\sum_{m=1}^{p}\left|\alpha_{m}\right|\right)^{-1}
\end{aligned}
$$

Since

$$
-\sum_{m=1}^{p} \alpha_{m} \int_{0}^{\lambda_{m}} e^{i A\left(\lambda_{m}-s\right)} i f(s) d W_{s}+\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right) \in H
$$

there exists a unique element $\bar{u}_{0}$ in $H$ such that

$$
\begin{equation*}
\bar{u}_{0}=J\left(-\sum_{m=1}^{p} \alpha_{m} \int_{0}^{\lambda_{m}} e^{i A\left(\lambda_{m}-s\right)} i f(s) d W_{s}+\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right)\right) \tag{3.4}
\end{equation*}
$$

i.e.

$$
\left(I-\sum_{m=1}^{p} \alpha_{m} e^{i A \lambda_{m}}\right) \bar{u}_{0}=-\sum_{m=1}^{p} \alpha_{m} \int_{0}^{\lambda_{m}} e^{i A\left(\lambda_{m}-s\right)} i f(s) d W(s)+\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right)
$$

Consequently,

$$
\bar{u}_{0}=\sum_{m=1}^{p} \alpha_{m}\left[e^{i A \lambda_{m}} \bar{u}_{0}-\int_{0}^{\lambda_{m}} e^{i A\left(\lambda_{m}-s\right)} i f(s) d W_{s}\right]+\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right)
$$

For this unique $\bar{u}_{0}$, we define $u: \Omega \times[0, T] \mapsto H$ by

$$
\begin{equation*}
u(t)=e^{i A t} \bar{u}_{0}-i \int_{0}^{t} e^{i A(t-s)} f(s) d W(s) \tag{3.5}
\end{equation*}
$$

In particular, $u(0)=\bar{u}_{0}$. Hence,

$$
\begin{equation*}
u(t)=e^{i A t} u(0)-i \int_{0}^{t} e^{i A(t-s)} f(s) d W(s) \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
u(0)=\sum_{m=1}^{p} \alpha_{m}\left[e^{i A \lambda_{m}} u(0)-\int_{0}^{\lambda_{m}} e^{i A\left(\lambda_{m}-s\right)} i f(s) d W(s)\right]+\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right) \tag{3.7}
\end{equation*}
$$

can be written as

$$
u(0)=\sum_{m=1}^{p} \alpha_{m} u\left(\lambda_{m}\right)+\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right)
$$

It means that (2.1) has a mild solution.
Now assume that $u$ is a solution of (3.2). The estimate (3.3) will be established of which uniqueness follows. By applying the Itô-isomorphism to the second line of (3.2) in which we have put the first line of (3.2), i.e. (3.7),

$$
\begin{aligned}
\|u(0)\|_{L^{2}(\Omega, H)} \leq & \sum_{m=1}^{p}\left|\alpha_{m}\right|\left[\left\|e^{i A \lambda_{m}} u(0)\right\|_{L^{2}(\Omega, H)}+\left\|\int_{0}^{\lambda_{m}} e^{i A\left(\lambda_{m}-s\right)} i f(s) d W(s)\right\|_{L^{2}(\Omega, H)}\right] \\
& +\left\|\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right)\right\|_{L^{2}(\Omega, H)} \\
\leq & \sum_{m=1}^{p}\left|\alpha_{m}\right|\left[\|u(0)\|_{L^{2}(\Omega, H)}+\left(\int_{0}^{\lambda_{m}} E\left[\left\|e^{i A\left(\lambda_{m}-s\right)} f(s)\right\|_{L_{2}^{0}}^{2}\right] d s\right)^{\frac{1}{2}}\right] \\
& +\left\|\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right)\right\|_{L^{2}(\Omega, H)} .
\end{aligned}
$$

Hence,

$$
\begin{align*}
\|u(0)\|_{L^{2}(\Omega, H)} \leq( & \sum_{m=1}^{p}\left|\alpha_{m}\right|\left(\int_{0}^{\lambda_{m}} E\left\|e^{i A\left(\lambda_{m}-s\right)} f(s)\right\|_{L_{2}^{0}}^{2} d s\right)^{\frac{1}{2}} \\
& \left.+\left\|\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right)\right\|_{L^{2}(\Omega, H)}\right)\left(1-\sum_{m=1}^{p}\left|\alpha_{m}\right|\right)^{-1} . \tag{3.8}
\end{align*}
$$

Similarly, for $u(t)$ given by (3.6),

$$
\begin{align*}
\sup _{t \in[0, T]}\|u(t)\|_{L^{2}(\Omega, H)} \leq & \sup _{t \in[0, T]}\left(\left\|e^{i A t}\right\|_{L(H)}^{2} E\|u(0)\|^{2}\right)^{\frac{1}{2}} \\
& +\sup _{t \in[0, T]}\left\|\int_{0}^{t} e^{i A(t-s)} f(s) d W(s)\right\|_{L^{2}(\Omega, H)} \\
\leq & \|u(0)\|_{L^{2}(\Omega, H)}+\sup _{t \in[0, T]}\left(\int_{0}^{t} E\left[\left\|e^{i A(t-s)} f(s)\right\|_{L_{2}^{0}}^{2}\right] d s\right)^{\frac{1}{2}} . \tag{3.9}
\end{align*}
$$

Using (3.8) and utilizing

$$
\sum_{m=1}^{p}\left|\alpha_{m}\right|\left(1-\sum_{m=1}^{p}\left|\alpha_{m}\right|\right)^{-1}+1=\left(1-\sum_{m=1}^{p}\left|\alpha_{m}\right|\right)^{-1}
$$

we write

$$
\begin{aligned}
& \sup _{t \in[0, T]}\|u(t)\|_{L^{2}(\Omega, H)} \\
\leq & \left(\sum_{m=1}^{p}\left|\alpha_{m}\right|\left(\int_{0}^{\lambda_{m}} E\left\|e^{i A(t-s)} f(s)\right\|_{L_{2}^{0}}^{2} d s\right)^{\frac{1}{2}}+\left\|\varphi\left(W_{\lambda_{1}}, \cdots, W_{\lambda_{p}}\right)\right\|_{L^{2}(\Omega, H)}\right)\left(1-\sum_{m=1}^{p}\left|\alpha_{m}\right|\right)^{-1} \\
& +\max _{1 \leq m \leq p}\left(\int_{0}^{\lambda_{m}} E\left\|e^{i A\left(\lambda_{m}-s\right)} f(s)\right\|_{L_{2}^{0}}^{2} d s\right)^{\frac{1}{2}} \\
\leq & \left(\left(\max _{1 \leq m \leq p} \int_{0}^{\lambda_{m}} E\left\|e^{i A\left(\lambda_{m}-s\right)} f(s)\right\|_{L_{2}^{0}}^{2} d s\right)^{\frac{1}{2}}+\left\|\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right)\right\|_{L^{2}(\Omega, H)}\right)\left(1-\sum_{m=1}^{p}\left|\alpha_{m}\right|\right)^{-1},
\end{aligned}
$$

i.e. (3.3). Uniqueness of a mild solution follows directly from (3.3).

Observe that for the proof of Theorem 3.1, $\sum_{m=1}^{p}\left|\alpha_{m}\right|<1$ is a critical condition. However, in $[21,32]$, a more general condition of the type

$$
\sum_{m=1}^{p}\left|\alpha_{m}\right| e^{d \lambda_{m}}<1
$$

is allowed for a deterministic time non-local Schrödinger equation for a certain constant $d>0$.

## 4. The Rothe-Maruyama Time Multipoint Boundary Scheme

To find an approximate solution for the time multipoint nonlocal boundary value problem for stochastic Schrödinger equation (2.1), on the time interval $[0, T]$ we consider the uniform grid space

$$
\begin{equation*}
[0, T]_{\tau}=\left\{t_{k}=k \tau, k=0,1, \ldots, N, N \tau=T\right\} \tag{4.1}
\end{equation*}
$$

with step size $\tau>0$ and $N$ an arbitrary but fixed positive integer.
Let us associate the time multipoint non-local problem for the stochastic Schrödinger equation (2.1) with the corresponding first order implicit Rothe-Maruyama difference scheme

$$
\left\{\begin{array}{l}
i\left(u_{k}-u_{k-1}\right)+\tau A u_{k}=f\left(t_{k-1}\right)\left(W_{k}-W_{k-1}\right), \quad 1 \leq k \leq N  \tag{4.2}\\
u_{0}=\sum_{m=1}^{p} \alpha_{m} u_{l_{m}}+\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right)
\end{array}\right.
$$

$N \tau=T, t_{k}=k \tau, W_{k}=W\left(t_{k}\right)$. Here $l_{m}=\left\lfloor\lambda_{m} / \tau\right\rfloor$, the integer part of $\lambda_{m} / \tau$ for $1 \leq m \leq p$. Note that (4.2) is equivalent to

$$
\left\{\begin{array}{l}
u_{k}=R^{k} u_{0}-i \sum_{j=1}^{k} R^{k-j+1} f\left(t_{j-1}\right)\left(W\left(t_{j}\right)-W\left(t_{j-1}\right)\right)  \tag{4.3}\\
u_{0}=\sum_{m=1}^{p} \alpha_{m} u_{l_{m}}+\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right)
\end{array}\right.
$$

For deterministic differential equations the implicit Euler difference scheme is known under the name Rothe scheme, $[7,8]$. The Euler type finite difference scheme, adapted for stochastic differential equations is known under the name Euler-Maruyama scheme, [20]. The Euler-Maruyama scheme considered here is also implicit and is therefore named as the Rothe-Maruyama scheme as in [29], where $u(0)$ was given which is different from here where $u(0)$ depends on a finite number of future values. Since $A$ is a self adjoint operator, all eigenvalues of $A$ are real numbers. Therefore, for $\tau>0$ the complex number $i \tau$ cannot be an eigenvalue of $A$. Hence $I-i \tau A$ is invertible. Furthermore, for its inverse $R=(I-i \tau A)^{-1}$, with $\sigma(A)$ its resolvent set,

$$
\begin{equation*}
\|R\|=\sup _{\mu \in \sigma(A)}|1-i \tau \mu|^{-1} \leq \sup _{\mu \in \mathbb{R}}|1-i \tau \mu|^{-1}=\left|1+\tau^{2} \mu^{2}\right|^{-\frac{1}{2}} \leq 1 \tag{4.4}
\end{equation*}
$$

Theorem 4.1. Assume $\sum_{m=1}^{p}\left|\alpha_{m}\right|<1$ and

$$
\max _{1 \leq m \leq p} \sum_{j=1}^{l_{m}} E\left\|R^{l_{m}-j+1} f\left(t_{j-1}\right)\right\|_{L_{2}^{0}}^{2} \tau<\infty
$$

Then there exists a unique solution of (4.2).
Proof. Similar to the proof of Theorem 3.1, we first show existence of a solution. The assumption

$$
\sum_{k=1}^{N} E\left\|f\left(t_{k-1}\right)\right\|_{L_{2}^{0}}^{2} \tau<\infty
$$

implies that the expression

$$
\sum_{k=1}^{N} \int_{t_{k-1}}^{t_{k}} f\left(t_{k-1}\right) d W(s)=\sum_{k=1}^{N} f\left(t_{k-1}\right)\left(W\left(t_{k}\right)-W\left(t_{k-1}\right)\right)
$$

is well-defined in $H$. Since, by (4.4),

$$
\left\|\left(I-\sum_{m=1}^{p} \alpha_{m} R^{l_{m}}\right)-I\right\|_{L(H)} \leq \sum_{m=1}^{p}\left|\alpha_{m}\right|\|R\|_{L(H)}^{l_{m}} \leq \sum_{m=1}^{p}\left|\alpha_{m}\right|<1
$$

$I-\sum_{m=1}^{p} \alpha_{m} R^{l_{m}}$ has an inverse

$$
D=\left(I-\sum_{m=1}^{p} \alpha_{m} R^{l_{m}}\right)^{-1}=\sum_{k=1}^{\infty}\left(\sum_{m=1}^{p} \alpha_{m} R^{l_{m}}\right)^{k}
$$

with

$$
\|D\|_{L(H)} \leq \sum_{k=1}^{\infty}\left(\sum_{m=1}^{p}\left|\alpha_{m}\right|\|R\|_{L(H)}^{l_{m}}\right)^{k} \leq \sum_{k=1}^{\infty}\left(\sum_{m=1}^{p}\left|\alpha_{m}\right|\right)^{k}=\left(1-\sum_{m=1}^{p}\left|\alpha_{m}\right|\right)^{-1}
$$

Hence, there exists a unique element $u_{0}$ in $H$ such that

$$
\begin{equation*}
u_{0}=D\left(-i \sum_{m=1}^{p} \alpha_{m} \sum_{j=1}^{l_{m}} R^{l_{m}-j+1} f\left(t_{j-1}\right)\left(W\left(t_{j}\right)-W\left(t_{j-1}\right)\right)+\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right)\right) \tag{4.5}
\end{equation*}
$$

i.e.
$\left(I-\sum_{m=1}^{p} \alpha_{m} R^{l_{m}}\right) u_{0}=-i \sum_{m=1}^{p} \alpha_{m} \sum_{j=1}^{l_{m}} R^{l_{m}-j+1} f\left(t_{j-1}\right)\left(W\left(t_{j}\right)-W\left(t_{j-1}\right)\right)+\varphi\left(W_{\lambda_{1}}, \cdots, W_{\lambda_{p}}\right)$,
so that

$$
\begin{equation*}
u_{0}=\sum_{m=1}^{p} \alpha_{m}\left[R^{l_{m}} u_{0}-i \sum_{j=1}^{l_{m}} R^{l_{m}-j+1} f\left(t_{j-1}\right)\left(W\left(t_{j}\right)-W\left(t_{j-1}\right)\right)\right]+\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right) . \tag{4.6}
\end{equation*}
$$

For this $u_{0}$ we define $u_{k}$ as

$$
\begin{equation*}
u_{k}=R^{k} u_{0}-i \sum_{j=1}^{k} R^{k-j+1} f\left(t_{j-1}\right)\left(W\left(t_{j}\right)-W\left(t_{j-1}\right)\right) . \tag{4.7}
\end{equation*}
$$

Hence, (4.6) can be written as

$$
\begin{equation*}
u_{0}=\sum_{m=1}^{p} \alpha_{m} u_{l_{m}}+\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right) . \tag{4.8}
\end{equation*}
$$

From (4.7) we get for $1 \leq k \leq p$,

$$
\begin{aligned}
u_{k} & =R\left[R^{k-1} u_{0}-i \sum_{j=1}^{k} R^{k-1-j+1} f\left(t_{j-1}\right)\left(W\left(t_{j}\right)-W\left(t_{j-1}\right)\right)\right] \\
& =R\left[R^{k-1} u_{0}-i \sum_{j=1}^{k-1} R^{k-1-j+1} f\left(t_{j-1}\right)\left(W\left(t_{j}\right)-W\left(t_{j-1}\right)\right)-i f\left(t_{k-1}\right)\left(W\left(t_{k}\right)-W\left(t_{k-1}\right)\right)\right] \\
& =R\left[u_{k-1}-i f\left(t_{k-1}\right)\left(W\left(t_{k}\right)-W\left(t_{k-1}\right)\right)\right]
\end{aligned}
$$

i.e.

$$
(I-i \tau A) u_{k}=u_{k-1}-i f\left(t_{k-1}\right)\left(W\left(t_{k}\right)-W\left(t_{k-1}\right)\right) .
$$

We have shown that $\left\{u_{k}\right\}_{k=1}^{N}$ satisfies (4.2). The uniqueness of (4.3) follows since $u_{0}$ is uniquely defined as well as $\left\{u_{k}\right\}_{k=1}^{N}$.

Theorem 4.2. Assume that $\sum_{m=1}^{p}\left|\alpha_{m}\right|<1$. Then the unique solution of the difference scheme (4.2) obeys the following stability inequality:

$$
\begin{align*}
\max _{0 \leq k \leq N}\left\|u_{k}\right\|_{L^{2}(\Omega, H)} \leq\left(1-\sum_{i=1}^{p}\left|\alpha_{m}\right|\right)^{-1}( & \max _{1 \leq k \leq N}\left(\sum_{j=1}^{k} E\left[\left\|R^{k-j+1} f\left(t_{j-1}\right)\right\|_{L_{2}^{0}}^{2} \tau\right)^{\frac{1}{2}}\right. \\
& \left.+\left\|\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right)\right\|_{L^{2}(\Omega, H)}\right) \tag{4.9}
\end{align*}
$$

Proof. By (4.6) and the Itô-isomorphism,

$$
\begin{aligned}
\left\|u_{0}\right\|_{L^{2}(\Omega, H)} \leq & \sum_{m=1}^{p}\left|\alpha_{m}\right|\left[\left\|R^{l_{m}} u_{0}\right\|_{L^{2}(\Omega, H)}+\left\|\sum_{j=1}^{l_{m}} R^{l_{m}-j+1} f\left(t_{j-1}\right)\left(W\left(t_{j}\right)-W\left(t_{j-1}\right)\right)\right\|_{L^{2}(\Omega, H)}\right] \\
& +\left\|\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right)\right\|_{L^{2}(\Omega, H)} \\
\leq & \sum_{m=1}^{p}\left|\alpha_{m}\right|\left[\left\|u_{0}\right\|_{L^{2}(\Omega, H)}+\max _{0 \leq m \leq p}\left(\sum_{j=1}^{l_{m}} E\left\|R^{l_{m}-j+1} f\left(t_{j-1}\right)\right\|_{L_{2}^{0}}^{2} \tau\right)^{\frac{1}{2}}\right] \\
& +\left\|\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right)\right\|_{L^{2}(\Omega, H)}
\end{aligned}
$$

Hence,

$$
\begin{align*}
\left(E\left\|u_{0}\right\|^{2}\right)^{\frac{1}{2}} \leq( & \sum_{m=1}^{p}\left|\alpha_{m}\right|\left(\max _{0 \leq m \leq p} \sum_{j=1}^{l_{m}} E\left\|R^{l_{m}-j+1} f\left(t_{j-1}\right)\right\|_{L_{2}^{0}}^{2} \tau\right)^{\frac{1}{2}} \\
& \left.+\left\|\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right)\right\|_{L^{2}(\Omega, H)}\right)\left(1-\sum_{m=1}^{p}\left|\alpha_{m}\right|\right)^{-1} . \tag{4.10}
\end{align*}
$$

Similarly, for $u_{k}$ given by (4.7),

$$
\begin{aligned}
\max _{0 \leq k \leq N}\left\|u_{k}\right\|_{L^{2}(\Omega, H)} \leq & \max _{0 \leq k \leq N}\left\|R^{k} u_{0}\right\|_{L^{2}(\Omega, H)} \\
& +\max _{0 \leq k \leq N}\left\|\sum_{j=1}^{k} R^{k-j+1} f\left(t_{j-1}\right)\left(W\left(t_{j}\right)-W\left(t_{j-1}\right)\right)\right\|_{L^{2}(\Omega, H)} \\
\leq & \left\|u_{0}\right\|_{L^{2}(\Omega, H)}+\max _{0 \leq k \leq N}\left(\sum_{j=1}^{k} E\left\|R^{k-j+1} f\left(t_{j-1}\right)\right\|_{L_{2}^{0}} \tau\right)^{\frac{1}{2}} .
\end{aligned}
$$

Using the boundedness (4.10) of $u_{0}$ and

$$
\sum_{m=1}^{p}\left|\alpha_{m}\right|\left(1-\sum_{m=1}^{p}\left|\alpha_{m}\right|\right)^{-1}+1=\left(1-\sum_{m=1}^{p}\left|\alpha_{m}\right|\right)^{-1}
$$

we obtain

$$
\begin{aligned}
& \max _{0 \leq k \leq N}\left\|u_{k}\right\|_{L^{2}(\Omega, H)} \\
\leq & \left(\sum_{m=1}^{p}\left|\alpha_{m}\right|\left(\sum_{j=1}^{l_{m}} E\left\|R^{l_{m}-j+1} f\left(t_{j-1}\right)\right\|_{L_{2}^{0}}^{2} \tau\right)^{\frac{1}{2}}+\left\|\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right)\right\|_{L^{2}(\Omega, H)}\right) \\
& \times\left(1-\sum_{m=1}^{p}\left|\alpha_{m}\right|\right)^{-1}+\max _{1 \leq k \leq N}\left(\sum_{j=1}^{k} E\left\|R^{k-j+1} f\left(t_{j-1}\right)\right\|_{L_{2}^{0}} \tau\right)^{\frac{1}{2}} \\
= & \left(1-\sum_{m=1}^{p}\left|\alpha_{m}\right|\right)^{-1}\left(\left(\max _{1 \leq k \leq N} \sum_{j=1}^{k} E\left\|R^{k-j+1} f\left(t_{j-1}\right)\right\|_{L_{2}^{0}}^{2} \tau\right)^{\frac{1}{2}}+\left\|\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right)\right\|_{L^{2}(\Omega, H)}\right) .
\end{aligned}
$$

The proof is complete.

### 4.1. Error analysis

Now we will show that the Rothe-Maruyama difference scheme approximation (4.2) for the time nonlocal problem for the stochastic Schrödinger equation (2.1) has a strong convergence of order $1 / 2$. For this, we need some related estimates which will be stated in the following lemma with the convention $0^{0}=1$.

Lemma 4.1. Let $A$ be a self-adjoint operator. Then the following estimates hold:

$$
\begin{array}{ll}
\left\|A^{\alpha} R^{k}\right\|_{L(H)} \leq \alpha^{\frac{\alpha}{2}}(\sqrt{k} \tau)^{-\alpha}, & k \geq 1, \quad 0 \leq \alpha<k \\
\left\|A^{k} R^{k}\right\|_{L(H)} \leq \tau^{-k}, & k \geq 1, \\
\left\|A^{-\beta}\left(R^{k}-e^{i k \tau A}\right)\right\|_{L(H)} \leq \beta^{-1}(2-\beta)^{\frac{2-\beta}{2}}(\sqrt{k} \tau)^{\beta}, & \beta \neq 0, \quad 1-k<\beta \leq 2 \tag{4.13}
\end{array}
$$

in particular this holds for $k \geq 1$ and $0<\beta \leq 2$. Moreover, for any $\nu \in[0,1]$,

$$
\begin{equation*}
\left\|A^{-\nu}\left(e^{i t A}-I\right)\right\|_{L(H)} \leq 2^{1+\nu} t^{\nu} \tag{4.14}
\end{equation*}
$$

Proof. To prove (4.11) and (4.13), we modify the proof in [29], where the case of $0 \leq \alpha \leq 1$ and $1 \leq \beta \leq 2$ was shown.

Proof of (4.11). We have

$$
\left\|(\tau A)^{\alpha} R^{k}\right\|_{L(H)} \leq \sup _{\lambda \in \mathbb{R}} \frac{(\tau \lambda)^{\alpha}}{\left(1+\tau^{2} \lambda^{2}\right)^{k / 2}}=\sup _{\mu \in \mathbb{R}} \frac{\mu^{\alpha}}{\left(1+\mu^{2}\right)^{k / 2}}
$$

With $f(\mu)=\mu^{\alpha}\left(1+\mu^{2}\right)^{-k / 2}$, for $0 \leq \alpha<k$,

$$
f^{\prime}(\mu)=-(k-\alpha) \mu^{\alpha-1}\left(\mu^{2}-\frac{\alpha}{k-\alpha}\right)\left(1+\mu^{2}\right)^{-1-\frac{k}{2}}
$$

which gives maxima of $f$ for $\mu^{*}=(\alpha /(k-\alpha))^{1 / 2}$ with

$$
f\left(\mu^{*}\right)=\frac{(\sqrt{\alpha /(k-\alpha}))^{\alpha}}{(1+\alpha /(k-\alpha))^{k / 2}}=\left(\frac{k-\alpha}{k}\right)^{\frac{k-\alpha}{2}}\left(\frac{\alpha}{k}\right)^{\frac{\alpha}{2}} \leq\left(\frac{\alpha}{k}\right)^{\frac{\alpha}{2}}=\alpha^{\frac{\alpha}{2}}(\sqrt{k})^{-\alpha}
$$

implying (4.11). For $\alpha=k, f^{\prime}(\mu) \geq 0$ so

$$
f(\mu) \leq \lim _{\mu \rightarrow \infty} \mu^{k}\left(1+\mu^{2}\right)^{\frac{k}{2}}=1
$$

which means that (4.12) also holds.
Proof of (4.13). With $R^{k}(s)=(1-i \tau s A)^{-k}$,

$$
\begin{aligned}
\left\|A^{-\beta}\left(R^{k}-e^{i k \tau A}\right)\right\|_{L(H)} & =\left\|A^{-\beta} \int_{0}^{1} \frac{d}{d s}\left(R^{k}(s) e^{i k \tau(1-s) A}\right) d s\right\|_{L(H)} \\
& =\left\|A^{-\beta} \int_{0}^{1} i k \tau A R^{k+1}(s) e^{i k \tau(1-s) A} i \tau s A d s\right\|_{L(H)} \\
& =k \tau^{2}\left\|\int_{0}^{1} A^{2-\beta} s R^{k+1}(s) e^{i k \tau(1-s) A} d s\right\|_{L(H)} \\
& \leq k \tau^{2} \int_{0}^{1} s\left\|A^{2-\beta} R^{k+1}(s)\right\|_{L(H)} d s
\end{aligned}
$$

For $0 \leq 2-\beta<k+1$, i.e. for $1-k<\beta \leq 2$, in particular $0<\beta \leq 2$, we get by (4.11),

$$
\begin{aligned}
\left\|A^{-\beta}\left(R^{k}-e^{i k \tau A}\right)\right\|_{L(H)} & \leq k \tau^{2} \int_{0}^{1} s\left\|A^{2-\beta} R^{k+1}(s)\right\|_{L(H)} d s \\
& \leq(2-\beta)^{\frac{2-\beta}{2}} k \tau^{2} \int_{0}^{1} \frac{s}{(\sqrt{k+1} s \tau)^{2-\beta}} d s \\
& =(2-\beta)^{\frac{2-\beta}{2}} \frac{k}{(k+1)^{1-\beta / 2}} \tau^{\beta} \int_{0}^{1} s^{\beta-1} d s \\
& =(2-\beta)^{\frac{2-\beta}{2}} k^{\frac{\beta}{2}}\left(\frac{k}{k+1}\right)^{1-\frac{\beta}{2}} \tau^{\beta} \int_{0}^{1} s^{\beta-1} d s \\
& \leq(2-\beta)^{\frac{2-\beta}{2}} \beta^{-1} k^{\frac{\beta}{2}} \tau^{\beta} .
\end{aligned}
$$

The proof of (4.14) is a minor modification of [19, Lemma B.9(ii)].

$$
\begin{aligned}
\left\|(t A)^{-\nu}\left(e^{i t A}-I\right)\right\|_{L(H)} & \leq \sup _{\lambda \in \mathbb{R} \backslash\{0\}}(t \lambda)^{-\nu}\left|e^{i t \lambda}-1\right| \\
& =\sup _{\mu \in \mathbb{R} \backslash\{0\}} \mu^{-\nu}\left|e^{i t \mu}-1\right| \\
& =2 \sup _{\mu \in \mathbb{R} \backslash\{0\}} \mu^{-\nu}|\sin (\mu / 2)| \\
& =2 \cdot 2^{\gamma} \sup _{\gamma \in \mathbb{R} \backslash\{0\}} \gamma^{-\nu}|\sin \gamma|=2^{1+\nu},
\end{aligned}
$$

from which (4.14) follows.

Theorem 4.3. Assume that

$$
\begin{align*}
& \left\|A \varphi\left(W\left(t_{1}\right), \cdots, W\left(t_{p}\right)\right)\right\|_{L^{2}(\Omega, H)} \leq M_{1}  \tag{4.15}\\
& \sup _{\tau \in[0, T]} \max _{1 \leq k \leq N} \sum_{j=1}^{k} E\left[\left\|A R^{k-j} f\left(t_{j-1}\right)\right\|_{L_{2}^{0}}^{2}\right] \tau<\infty \tag{4.16}
\end{align*}
$$

Assume furthermore for $0 \leq t_{1}<t_{2} \leq T$,

$$
\begin{align*}
& \int_{t_{1}}^{t_{2}} E\left[\left\|e^{i A\left(t_{2}-s\right)} f(s)\right\|_{L_{2}^{0}}^{2}\right]+E\left[\left\|A e^{i A\left(t_{2}-s\right)} f(s)\right\|_{L_{2}^{0}}^{2}\right] d s \leq M_{2}\left|t_{2}-t_{1}\right|,  \tag{4.17}\\
& \int_{t_{1}}^{t_{2}}\left\|e^{i\left(t_{2}-s\right) A} f(s)-e^{i\left(t_{2}-t_{1}\right) A} f\left(t_{1}\right)\right\|_{L^{2}\left(\Omega, L_{2}^{0}\right)}^{2} d s \leq L_{1}\left(t_{2}-t_{1}\right)^{2} . \tag{4.18}
\end{align*}
$$

Then the Rothe-Maruyama difference scheme (4.2) for the stochastic Schrödinger equation (2.1) has a strong convergence of order $1 / 2$ at the initial point $t_{0}$. That is, at the initial point the convergence estimate

$$
\begin{equation*}
\left\|u\left(t_{0}\right)-u_{0}\right\|_{L^{2}(\Omega, H)} \leq M \tau^{\frac{1}{2}} \tag{4.19}
\end{equation*}
$$

holds. Here the positive constants $L_{1}, M_{1}, M_{2}, M$ do not depend on $\tau$.
The temporal convergence order of $1 / 2$ is in line with that of semilinear stochastic differential equations with Lipschitz assumptions on the drift and dispersion and a standard initial
condition, see e.g. [19, Theorem 3.14]. Recall however that temporal discretization convergence of an exponential integrator scheme for a stochastic Schrödinger equation with Cauchy condition is obtained in [5] of order one for additive noise and $1 / 2$ for multiplicative noise.

Clearly, (4.16) holds if

$$
\begin{equation*}
\sup _{\tau \in[0, T]} \sum_{j=1}^{N} E\left[\left\|A f\left(t_{j-1}\right)\right\|_{L_{2}^{\prime}}^{2}\right] \tau<\infty . \tag{4.20}
\end{equation*}
$$

Similarly (4.17) holds if

$$
\begin{equation*}
\sup _{t \in[0, T]}\left(E\left[\|f(t)\|_{L_{2}^{0}}^{2}\right]+E\left[\|A f(t)\|_{L_{2}^{0}}^{2}\right]\right)<\infty . \tag{4.21}
\end{equation*}
$$

It is also clear that (4.18) holds under the Hölder-continuity of $e^{-i s A} f(s)$ with exponent $1 / 2$ in the sense

$$
\begin{equation*}
\left\|e^{-i s A} f(s)-e^{-i t A} f(t)\right\|_{L^{2}\left(\Omega, L_{2}^{0}\right)} \leq L_{2}|t-s|^{\frac{1}{2}} \tag{4.22}
\end{equation*}
$$

for a constant $L_{2}$. It is furthermore obvious that (4.22) holds if

$$
\begin{gather*}
\sup _{t \in[0, T]}\left(E\left[\|f(t)\|_{L_{2}^{0}}^{2}\right]\right)<\infty, \\
\left\|e^{i t A}-I\right\|_{L(H)} \leq C t^{\frac{1}{2}}, \quad\|f(t)-f(s)\|_{L_{2}^{0}} \leq L_{3}|t-s|^{\frac{1}{2}} \tag{4.23}
\end{gather*}
$$

for constants $C$ and $L_{3}$ since

$$
\left\|e^{-i s A} f(s)-e^{-i t A} f(t)\right\|_{L_{2}^{0}} \leq\left\|e^{-i t A}\left(e^{i(t-s) A}-I\right) f(s)\right\|_{L_{2}^{0}}+\left\|e^{-i t A}(f(s)-f(t))\right\|_{L_{2}^{0}} .
$$

Proof. Using the expressions (3.4) and (4.5) we have

$$
\begin{aligned}
u(0)-u_{0}= & (J-D) \varphi\left(W_{\lambda_{1}}, \cdots, W_{\lambda_{p}}\right)-J i \sum_{m=1}^{p} \alpha_{m} \int_{0}^{\lambda_{m}} e^{i A\left(\lambda_{m}-s\right)} f(s) d W_{s} \\
& +D i \sum_{m=1}^{p} \alpha_{m} \sum_{j=1}^{l_{m}} R^{l_{m}-j+1} f\left(t_{j-1}\right)\left(W_{t_{j}}-W_{t_{j-1}}\right) \\
= & T_{1}+\cdots+T_{7}
\end{aligned}
$$

where

$$
\begin{align*}
& T_{1}=(J-D) \varphi\left(W\left(t_{1}\right), \cdots, W\left(t_{p}\right)\right) \\
= & D J \sum_{m=1}^{p} \alpha_{m}\left(e^{i A \lambda_{m}}-R^{l_{m}}\right) \varphi\left(W\left(t_{1}\right), \cdots, W\left(t_{p}\right)\right),  \tag{4.24}\\
& T_{2}=-i D J \sum_{n=1}^{p} \alpha_{n}\left(e^{i A \lambda_{n}}-R^{l_{n}}\right) \sum_{m=1}^{p} \alpha_{m} \int_{0}^{\lambda_{m}} e^{i\left(\lambda_{m}-s\right) A} f(s) d W(s),  \tag{4.25}\\
& T_{3}=-i D \sum_{m=1}^{p} \alpha_{m} \int_{l_{m} \tau}^{\lambda_{m}} e^{i\left(\lambda_{m}-s\right) A} f(s) d W(s),  \tag{4.26}\\
& T_{4}=-i D \sum_{m=1}^{p} \alpha_{m} \int_{0}^{l_{m} \tau}\left[e^{i\left(\lambda_{m}-s\right) A}-e^{i\left(l_{m} \tau-s\right) A}\right] f(s) d W(s) \tag{4.27}
\end{align*}
$$

$$
\begin{align*}
& T_{5}=-i D \sum_{m=1}^{p} \alpha_{m}( \sum_{j=1}^{l_{m}} \int_{(j-1) \tau}^{j \tau} e^{i\left(l_{m} \tau-s\right) A} f(s) d W_{s} \\
&\left.-\sum_{j=1}^{l_{m}} \int_{(j-1) \tau}^{j \tau} R^{l_{m}-j} e^{i(j \tau-s) A} f(s) d W(s)\right)  \tag{4.28}\\
& T_{6}=-i D \sum_{m=1}^{p} \alpha_{m}\left(\sum_{j=1}^{l_{m}} \int_{(j-1) \tau}^{j \tau} R^{l_{m}-j} e^{i(j \tau-s) A} f(s) d W(s)\right. \\
&\left.-\sum_{j=1}^{l_{m}} \int_{(j-1) \tau}^{j \tau} R^{l_{m}-j} e^{i \tau A} f\left(t_{j-1}\right) d W(s)\right)  \tag{4.29}\\
& T_{7}=-i D \sum_{m=1}^{p} \alpha_{m} \sum_{j=1}^{l_{m}} R^{l_{m}-j}\left(e^{i \tau A}-R\right) f\left(t_{j-1}\right) \Delta W_{l_{j}} \tag{4.30}
\end{align*}
$$

Using (4.14) with $\nu=1$ and (4.13) with $\beta=1$,

$$
\begin{aligned}
\left\|T_{1}\right\|_{L^{2}(\Omega, H)} & =\left\|D J \sum_{m=1}^{p} \alpha_{m}\left(e^{i A \lambda_{m}}-R^{l_{m}}\right) \varphi\left(W\left(t_{1}\right), \cdots, W\left(t_{p}\right)\right)\right\|_{L^{2}(\Omega, H)} \\
& \leq\|D\|\|J\| \sum_{m=1}^{p}\left|\alpha_{m}\right|\left\|A^{-1} e^{i A l_{m} \tau}\left(e^{i A\left(\lambda_{m}-l_{m} \tau\right)}-I\right) A \varphi\left(W\left(t_{1}\right), \cdots, W\left(t_{p}\right)\right)\right\|_{L^{2}(\Omega, H)} \\
& +\|D\|\|J\| \sum_{m=1}^{p}\left|\alpha_{m}\right|\left\|A^{-1}\left(e^{i A l_{m} \tau}-R^{l_{m}}\right) A \varphi\left(W\left(t_{1}\right), \cdots, W\left(t_{p}\right)\right)\right\|_{L^{2}(\Omega, H)} \\
& \leq\|D\|\|J\| \sum_{m=1}^{p}\left|\alpha_{m}\right|\left(\left|\lambda_{m}-l_{m} \tau\right| M_{1}+\sqrt{l_{m}} \tau M_{1}\right) \\
& \leq\|D\|\|J\| \sum_{m=1}^{p}\left|\alpha_{m}\right|\left(\tau M_{1}+\sqrt{T} \tau^{\frac{1}{2}} M_{1}\right) \leq M \tau^{\frac{1}{2}}
\end{aligned}
$$

We use the same approach to $T_{1}$ - viz. (4.14) with $\nu=1$ and (4.13) with $\beta=1$, the inequalities $\lambda_{n}-l_{n} \tau \leq \tau, l_{n} \tau \leq T$ and (4.17) to get an estimate for $T_{2}$ as follows:

$$
\begin{aligned}
&\left\|T_{2}\right\|_{L^{2}(\Omega, H)}=\left\|D J \sum_{n=1}^{p} \alpha_{n}\left(e^{i A \lambda_{n}}-R^{l_{n}}\right) \sum_{m=1}^{p} \alpha_{m} \int_{0}^{\lambda_{m}} e^{i\left(\lambda_{m}-s\right) A} f(s) d W(s)\right\|_{L^{2}(\Omega, H)} \\
& \leq\|D\|\|J\| \sum_{n=1}^{p}\left|\alpha_{n}\right| \| e^{i A \lambda_{n}} A^{-1}\left(e^{i A\left(\lambda_{n}-l_{n} \tau\right)}-I\right) \\
& \times \sum_{m=1}^{p} \alpha_{m} \int_{0}^{\lambda_{m}} A e^{i\left(\lambda_{m}-s\right) A} f(s) d W(s) \|_{L^{2}(\Omega, H)} \\
&+\|D\|\|J\| \sum_{n=1}^{p}\left|\alpha_{n}\right| \| e^{i A \lambda_{n}} A^{-1}\left(e^{i A l_{n} \tau}-R^{l_{n}}\right) \\
& \times \sum_{m=1}^{p} \alpha_{m} \int_{0}^{\lambda_{m}} A e^{i\left(\lambda_{m}-s\right) A} f(s) d W(s) \|_{L^{2}(\Omega, H)} \\
& \leq\|D\|\|J\| \sum_{n=1}^{p}\left|\alpha_{n}\right|\left(\lambda_{n}-l_{n} \tau\right)\left\|\sum_{m=1}^{p} \alpha_{m} \int_{0}^{\lambda_{m}} A e^{i\left(\lambda_{m}-s\right) A} f(s) d W(s)\right\|_{L^{2}(\Omega, H)}
\end{aligned}
$$

$$
\begin{aligned}
& +\|D\|\|J\| \sum_{n=1}^{p}\left|\alpha_{n}\right| \sqrt{l_{n}} \tau\left\|\sum_{m=1}^{p} \alpha_{m} \int_{0}^{\lambda_{m}} A e^{i\left(\lambda_{m}-s\right) A} f(s) d W(s)\right\|_{L^{2}(\Omega, H)} \\
\leq & \|D\|\|J\| \sum_{n=1}^{p}\left|\alpha_{n}\right| \sum_{m=1}^{p}\left|\alpha_{m}\right|\left(\int_{0}^{T} E\left[\left\|A e^{i\left(\lambda_{m}-s\right) A} f(s)\right\|_{L_{2}^{0}}^{2}\right] d s\right)^{\frac{1}{2}} \tau \\
& +\|D\|\|J\| \sum_{n=1}^{p}\left|\alpha_{n}\right| \sqrt{T} \sqrt{\tau} \sum_{m=1}^{p}\left|\alpha_{m}\right|\left(\int_{0}^{\lambda_{m}} E\left[\left\|A e^{i\left(\lambda_{m}-s\right) A} f(s)\right\|_{L_{2}^{0}}^{2}\right] d s\right)^{\frac{1}{2}} \\
\leq & M \tau^{\frac{1}{2}} .
\end{aligned}
$$

By (4.17) and using $\left|\lambda_{m}-l_{m} \tau\right| \leq \tau$,

$$
\begin{aligned}
\left\|T_{3}\right\|_{L^{2}(\Omega, H)} & \leq\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right|\left\|\int_{l_{m} \tau}^{\lambda_{m}} e^{i A\left(\lambda_{m}-s\right)} f(s) d W(s)\right\|_{L^{2}(\Omega, H)} \\
& =\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right|\left(\int_{l_{m} \tau}^{\lambda_{m}} E\left(\left\|e^{i A\left(\lambda_{m}-s\right)} f(s)\right\|_{L_{2}^{0}}^{2}\right) d s\right)^{\frac{1}{2}} \leq M \tau^{\frac{1}{2}}
\end{aligned}
$$

By (4.14) with $\nu=1,\left|\lambda_{m}-l_{m} \tau\right| \leq \tau$ and by (4.17)

$$
\begin{aligned}
\left\|T_{4}\right\|_{L^{2}(\Omega, H)} & \leq\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right|\left\|\int_{0}^{l_{m} \tau}\left[e^{i\left(\lambda_{m}-s\right) A}-e^{i\left(l_{m} \tau-s\right) A}\right] f(s) d W(s)\right\|_{L^{2}(\Omega, H)} \\
& =\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right|\left(\int_{0}^{l_{m} \tau}\left\|A^{-1}\left[e^{i\left(\lambda_{m}-l_{m} \tau\right) A}-I\right] A e^{i\left(l_{m} \tau-s\right) A} f(s)\right\|_{L_{2}^{0}}^{2} d s\right)^{\frac{1}{2}} \\
& \leq\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right|\left(\int_{0}^{l_{m} \tau}\left(\lambda_{m}-l_{m} \tau\right)^{2}\left\|A e^{i\left(l_{m} \tau-s\right) A} f(s)\right\|_{L_{2}^{0}}^{2} d s\right)^{\frac{1}{2}} \\
& \leq\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right|\left(\int_{0}^{l_{m} \tau}\left\|A e^{i\left(l_{m} \tau-s\right) A} f(s)\right\|_{L_{2}^{0}}^{2} d s\right)^{\frac{1}{2}} \tau \leq M \tau
\end{aligned}
$$

By (4.13) with $\beta=1,\left(l_{m}-j\right) \tau \leq T$ for $j=1, \ldots, l_{m}$, and (4.17),

$$
\begin{aligned}
&\left\|T_{5}\right\|_{L^{2}(\Omega, H)} \leq\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right|\left(\sum_{j=1}^{l_{m}} \int_{(j-1) \tau}^{j \tau}\left\|A^{-1}\left(e^{i\left(l_{m}-j\right) \tau A}-R^{l_{m}-j}\right)\right\|_{L(H)}^{2}\right. \\
&\left.\times E\left[\left\|A e^{i(j \tau-s) A} f(s)\right\|_{L_{2}^{0}}^{2}\right] d s\right)^{\frac{1}{2}} \\
& \leq\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right|\left(\sum_{j=1}^{l_{m}} \int_{(j-1) \tau}^{j \tau}\left(\sqrt{l_{m}-j \tau}\right)^{2} E\left[\left\|A e^{i(j \tau-s) A} f(s)\right\|_{L_{2}^{0}}^{2}\right] d s\right)^{\frac{1}{2}} \\
& \leq\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right| \sqrt{T}\left(\sum_{j=1}^{l_{m}} \int_{(j-1) \tau}^{j \tau} E\left[\left\|A e^{i(j \tau-s) A} f(s)\right\|_{L_{2}^{0}}^{2}\right] d s\right)^{\frac{1}{2}} \sqrt{\tau} \\
& \leq\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right| \sqrt{T}\left(\sum_{j=1}^{l_{m}} \tau\right)^{\frac{1}{2}} \sqrt{\tau} \leq M \tau^{\frac{1}{2}} .
\end{aligned}
$$

By (4.18) and that $l_{m} \tau \leq T$,

$$
\begin{aligned}
\left\|T_{6}\right\|_{L^{2}(\Omega, H)} & \leq\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right|\left\|\sum_{j=1}^{l_{m}} \int_{t_{j-1}}^{t_{j}} R^{l_{m}-j}\left(e^{i\left(t_{j}-s\right) A} f(s)-e^{i \tau A} f\left(t_{j-1}\right)\right) d W(s)\right\|_{L^{2}(\Omega, H)} \\
& \leq\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right|\left(\sum_{j=1}^{l_{m}} \int_{t_{j-1}}^{t_{j}} E\left[\left\|e^{i\left(t_{j}-s\right) A} f(s)-e^{i\left(t_{j}-t_{j-1}\right) A} f\left(t_{j-1}\right)\right\|_{L_{2}^{0}}^{2}\right] d s\right)^{\frac{1}{2}} \\
& \leq\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right|\left(\sum_{j=1}^{l_{m}}\left(t_{j}-t_{j-1}\right)^{2}\right)^{\frac{1}{2}} \\
& \leq\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right| \sqrt{T} \sqrt{\tau} \leq M \tau^{\frac{1}{2}} .
\end{aligned}
$$

By the use of (4.13) with $\beta=1$ and (4.16),

$$
\begin{aligned}
\left\|T_{7}\right\|_{L^{2}(\Omega, H)} & \leq\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right|\left\|\sum_{j=1}^{l_{m}} R^{l_{m}-j}\left(e^{i \tau A}-R\right) f\left(t_{j-1}\right) \Delta W_{l_{j}}\right\|_{L^{2}(\Omega, H)} \\
& \leq\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right|\left(\sum_{j=1}^{l_{m}} E\left[\left\|A^{-1}\left(e^{i \tau A}-R\right)\right\|_{L(H)}^{2}\left\|A R^{l_{m}-j} f\left(t_{j-1}\right)\right\|_{L_{2}^{0}}^{2}\right] \tau\right)^{\frac{1}{2}} \\
& \leq\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right|\left(\sum_{j=1}^{l_{m}}(\sqrt{1} \tau)^{2} E\left[\left\|A R^{l_{m}-j} f\left(t_{j-1}\right)\right\|_{L_{2}^{0}}^{2}\right] \tau\right)^{\frac{1}{2}} \\
& =\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right|\left(\sum_{j=1}^{l_{m}} E\left[\left\|A R^{l_{m}-j} f\left(t_{j-1}\right)\right\|_{L_{2}^{0}}^{2}\right] \tau\right)^{\frac{1}{2}} \tau \leq M \tau .
\end{aligned}
$$

The proof is complete.

Remark 4.1. ( $\iota$ ) An alternative way to show convergence of $T_{4}$, here with convergence rate $1 / 2$, is

$$
\begin{aligned}
\left\|T_{4}\right\|_{L^{2}(\Omega, H)} & \leq\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right| \sum_{j=1}^{m}\left\|\int_{l_{j-1} \tau}^{l_{j} \tau}\left[e^{i\left(\lambda_{m}-s\right) A}-e^{i\left(l_{m} \tau-s\right) A}\right] f(s) d W(s)\right\|_{L^{2}(\Omega, H)} \\
& =\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right| \sum_{j=1}^{m}\left(\int_{l_{j-1} \tau}^{l_{j} \tau} E\left(\left\|A^{-1}\left[e^{i\left(\lambda_{m}-l_{m} \tau\right) A}-I\right] A e^{i\left(l_{m} \tau-s\right) A} f(s)\right\|_{L_{2}^{0}}^{2}\right) d s\right)^{\frac{1}{2}} \\
& \leq\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right| \sum_{j=1}^{m}\left(\int_{l_{j-1} \tau}^{l_{j} \tau}\left(\lambda_{m}-l_{m} \tau\right)^{2} E\left(\left\|A e^{i\left(l_{m} \tau-s\right) A} f(s)\right\|_{L_{2}^{0}}^{2}\right) d s\right)^{\frac{1}{2}} \\
& \leq\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right| \sum_{j=1}^{m}\left(\tau^{2} \int_{l_{j-1} \tau}^{l_{j} \tau} E\left(\left\|A e^{i\left(l_{m} \tau-s\right) A} f(s)\right\|_{L_{2}^{0}}^{2}\right) d s\right)^{\frac{1}{2}} \\
& \leq\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right| \sum_{j=1}^{m}\left(\tau^{3}\right)^{\frac{1}{2}} \leq M \tau^{\frac{1}{2}} .
\end{aligned}
$$

( ८८) An alternative way to show convergence of $T_{7}$, here with convergence rate $1 / 2$, is

$$
\begin{aligned}
\left\|T_{7}\right\|_{L^{2}(\Omega, H)} & \leq\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right| \sum_{j=1}^{l_{m}}\left\|A^{-1}\left(e^{i \tau A}-R\right)\right\|_{L^{2}(\Omega, H)}\left\|A R^{l_{m}-j} f\left(t_{j-1}\right) \Delta W_{l_{j}}\right\|_{L^{2}(\Omega, H)} \\
& \leq\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right| \sum_{j=1}^{l_{m}}\left(E\left\|A^{-1}\left(e^{i \tau A}-R\right)\right\|_{L(H)}^{2}\right)^{\frac{1}{2}}\left(E \| A R^{l_{m}-j} f\left(t_{j-1} \|_{L_{2}^{0}}^{2} \tau\right)^{\frac{1}{2}}\right. \\
& \leq\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right| \sum_{j=1}^{l_{m}}\left(\left((\sqrt{1} \tau)^{1}\right)^{2}\right)^{\frac{1}{2}}\left(E\left[\left\|A R^{l_{m}-j} f\left(t_{j-1}\right)\right\|_{L_{2}^{0}}^{2}\right] \tau\right)^{\frac{1}{2}} \\
& =\|D\| \sum_{m=1}^{p}\left|\alpha_{m}\right| \sum_{j=1}^{l_{m}} \tau^{\frac{3}{2}}\left(E\left[\left\|A R^{l_{m}-j} f\left(t_{j-1}\right)\right\|_{L_{2}^{0}}^{2}\right]\right)^{\frac{1}{2}} \leq M \tau^{\frac{1}{2}} .
\end{aligned}
$$

Here we may assume that

$$
\max _{1 \leq j \leq N}\left(E\left[\left\|A R^{l_{m}-j} f\left(t_{j-1}\right)\right\|_{L_{2}^{0}}^{2}\right]\right)^{\frac{1}{2}}<\infty
$$

or assume the weaker condition

$$
\begin{equation*}
\max _{1 \leq l_{m} \leq N} \sum_{j=1}^{l_{m}} \tau\left(E\left[\left\|A R^{l_{m}-j} f\left(t_{j-1}\right)\right\|_{L_{2}^{0}}^{2}\right]\right)^{\frac{1}{2}}<\infty \tag{4.31}
\end{equation*}
$$

Theorem 4.4. Assume that the assumptions of the previous theorem hold. Then the RotheMaruyama difference scheme (4.2) for time nonlocal problem for the stochastic Schrödinger equation (2.1) has a mean-square convergence of order $1 / 2$. That is, for $0 \leq k \leq N$,

$$
\left\|u\left(t_{k}\right)-u_{k}\right\|_{L^{2}(\Omega, H)} \leq M \tau^{\frac{1}{2}}
$$

holds for $\tau \leq 1$. Here the positive constant $M$ does not depend on $\tau$.
Proof. For $k=0$, the result follows from the previous theorem. For $1 \leq k \leq N$, we can write

$$
u\left(t_{k}\right)-u_{k}=T_{8 k}+T_{9 k}+T_{10 k}+T_{11 k}+T_{12 k}
$$

where

$$
\begin{aligned}
& T_{8 k}=\left(e^{i k \tau A}-R^{k}\right) J\left[-\sum_{m=1}^{p} \alpha_{m} \int_{0}^{\lambda_{m}} e^{i A\left(\lambda_{m}-s\right)} i f(s) d W(s)+\varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right)\right] \\
& T_{9 k}=R^{k}\left(u(0)-u_{0}\right) \\
& T_{10 k}=-i \sum_{j=1}^{k}\left[e^{i(k-j) \tau A}-R^{k-j}\right] \int_{t_{j-1}}^{t_{j}} e^{i\left(t_{j}-s\right) A} f(s) d W(s) \\
& T_{11 k}=-i \sum_{j=1}^{k} R^{k-j}\left[\int_{t_{j-1}}^{t_{j}} e^{i\left(t_{j}-s\right) A} f(s) d W(s)-e^{i \tau A} f\left(t_{j-1}\right) \Delta W_{j}\right] \\
& T_{12 k}=-i \sum_{j=1}^{k}\left[e^{i \tau A}-R\right] R^{k-j} f\left(t_{j-1}\right) \Delta W_{j} .
\end{aligned}
$$

We will estimate these five terms separately. By (4.15), (4.17), (4.13) with $\beta=1$ and (4.14) with $\nu=1$, and $k \tau \leq T$,

$$
\left.\begin{array}{rl}
\left\|T_{8 k}\right\|_{L^{2}(\Omega, H) \leq} \leq\|J\|\left\|A^{-1}\left(e^{i k \tau A}-R^{k}\right)\right\|_{L(H)} & {[ }
\end{array}\left\|A \varphi\left(W\left(\lambda_{1}\right), \cdots, W\left(\lambda_{p}\right)\right)\right\|_{L^{2}(\Omega, H)}\right)
$$

Estimate for $T_{9 k}$ follows from the previous theorem. Now let us obtain an estimate for $T_{10 k}$. Using the triangle inequality, inequality (4.13) with $\beta=1$, Itô isometry and estimate (4.17), we have

$$
\begin{aligned}
E\left\|T_{10 k}\right\|_{L^{2}(\Omega, H)} & \leq\left(\sum_{j=1}^{k} \int_{t_{j}-1}^{t_{j}}\left\|A^{-1}\left(e^{i(k-j) \tau A}-R^{k-j}\right)\right\|_{L(H)}^{2}\left\|A e^{i\left(t_{j}-s\right) A} f(s)\right\|_{L_{2}^{0}}^{2} d s\right)^{\frac{1}{2}} \\
& \leq\left(\sum_{j=1}^{k} \int_{t_{j}-1}^{t_{j}}(\sqrt{k-j} \tau)^{2}\left\|A e^{-i s A} f(s)\right\|_{L_{2}^{0}}^{2} d s\right)^{\frac{1}{2}} \\
& \leq\left(\sum_{j=1}^{k}\left(\int_{t_{j}-1}^{t_{j}}(k-j) \tau\right)\left\|A e^{-i s A} f(s)\right\|_{L_{2}^{0}}^{2} d s\right)^{\frac{1}{2}} \sqrt{\tau} \\
& \leq \sqrt{T}\left(\sum_{j=1}^{k} \int_{t_{j}-1}^{t_{j}}\left\|A e^{-i s A} f(s)\right\|_{L_{2}^{0}}^{2} d s\right)^{\frac{1}{2}} \sqrt{\tau} \\
& \leq \sqrt{T}\left(\int_{0}^{T}\left\|A e^{-i s A} f(s)\right\|_{L_{2}^{0}}^{2} d s\right)^{\frac{1}{2}} \sqrt{\tau} \leq M \tau^{\frac{1}{2}}
\end{aligned}
$$

By (4.18),

$$
\begin{aligned}
\left\|T_{11 k}\right\|_{L^{2}(\Omega, H)} & =\left\|\sum_{j=1}^{k} R^{k-j} \int_{t_{j}-1}^{t_{j}}\left[e^{i\left(t_{j}-s\right) A} f(s) d W_{s}-e^{i \tau A} f\left(t_{j-1}\right) \Delta W_{j}\right]\right\|_{L^{2}(\Omega, H)} \\
& \leq\left(\sum_{j=1}^{k} \int_{t_{j}-1}^{t_{j}} E\left(\left\|e^{i\left(t_{j}-s\right) A} f(s)-e^{i\left(t_{j}-t_{j-1}\right) A} f\left(t_{j-1}\right)\right\|_{L_{2}^{0}}^{2}\right) d s\right)^{\frac{1}{2}} \\
& \leq\left(\sum_{j=1}^{k} L_{1}\left(t_{k}-t_{j-1}\right)^{2} d s\right)^{\frac{1}{2}} \leq M \tau^{\frac{1}{2}}
\end{aligned}
$$

By (4.14) with $\nu=1$ and (4.16),

$$
\left\|T_{12 k}\right\|_{L^{2}(\Omega, H)}=\left\|\sum_{j=1}^{k}\left[e^{i \tau A}-R\right] R^{k-j} f\left(t_{j-1}\right) \Delta W_{j}\right\|_{L^{2}(\Omega, H)}
$$

$$
\begin{aligned}
& =\left(\sum_{j=1}^{k}\left\|\left[e^{i \tau A}-R\right] R^{k-j} f\left(t_{j-1}\right)\right\|_{L^{2}(\Omega, H)}^{2} \tau\right)^{\frac{1}{2}} \\
& \leq\left(\sum_{j=1}^{k}\left\|A^{-1}\left[e^{i \tau A}-R\right]\right\|_{L(H)}^{2} E\left[\left\|A R^{k-j} f\left(t_{k-1}\right)\right\|_{L_{2}^{0}}^{2}\right] \tau\right)^{\frac{1}{2}} \\
& \leq\left(\sum_{j=1}^{k} \tau^{2} E\left[\left\|A R^{k-j} f\left(t_{k-1}\right)\right\|_{L_{2}^{0}}^{2}\right] \tau\right)^{\frac{1}{2}} \\
& \leq\left(\sum_{j=1}^{k} E\left[\left\|A R^{k-j} f\left(t_{k-1}\right)\right\|_{L_{2}^{0}}^{2}\right] \tau\right)^{\frac{1}{2}} \tau \leq M \tau
\end{aligned}
$$

Or in an alternative way using the assumptions of Remark 4.1( $\iota$ ), namely (4.31), we can obtain

$$
\begin{aligned}
\left\|T_{12 k}\right\|_{L^{2}(\Omega, H)} & \leq \sum_{j=1}^{k}\left\|\left[e^{i \tau A}-R\right] R^{k-j} f\left(t_{j-1}\right) \Delta W_{j}\right\|_{L^{2}(\Omega, H)} \\
& \leq \sum_{j=1}^{k}\left(\left\|A^{-1}\left[e^{i \tau A}-R\right]\right\|_{L(H)}^{2} E\left[\left\|A R^{k-j} f\left(t_{k-1}\right)\right\|_{L_{2}^{0}}^{2}\right] \tau\right)^{\frac{1}{2}} \\
& \leq \sum_{j=1}^{k}\left(\tau^{2} E\left[\left\|A R^{k-j} f\left(t_{k-1}\right)\right\|_{L_{2}^{0}}^{2}\right] \tau\right)^{\frac{1}{2}} \leq M \tau^{\frac{1}{2}}
\end{aligned}
$$

Hence, the result follows from the estimates of $T_{8 k}, T_{9 k}, T_{10 k}, T_{11 k}$, and $T_{12 k}$.

## 5. Numerical Verification

In this section, numerical experiment of the time nonlocal problem

$$
\begin{cases} & i d u(t, x)+\left(u_{x x}(t, x)+\left(\pi^{2}-\frac{i}{2}+1\right) u(t, x)\right) d t  \tag{5.1}\\ = & i e^{i t} \sin (\pi x) e^{W(t)} d W(t), \\ & u(0, x)=\frac{1}{3} u\left(\frac{1}{3}, x\right)+\varphi\left(x, W\left(\frac{1}{3}\right)\right), \\ & 0<t, x<1, \\ & 0<x<1,0)=u(t, 1)=0, \\ & 0<t<1, \\ & \\ & \end{cases}
$$

for the Schrödinger equation by using first order Rothe-Maruyama difference scheme is investigated. The Eq. (5.1) can be formulated in the mild form (3.2). Here $W=\{W(t)\}_{t \geq 0}$ is a standard one-dimensional Wiener process with values in $U=U_{0}=\mathbb{R}$; for fixed $t$, $f(t): U \ni u \mapsto f(t, \cdot) u \in H=L^{2}([0,1])$ with

$$
f(t, x)=i e^{i t} \sin (\pi x) \exp (W(t))
$$

for which

$$
\|f(t)\|_{L_{0}^{2}}^{2}=\|f(t) \cdot 1\|_{L^{2}(0,1)}^{2}=\int_{0}^{1} \sin ^{2}(\pi x) d x e^{2 W(t)}=\frac{1}{2} e^{2 W(t)},
$$

hence, by the use of $E\left[e^{\alpha W(t)}\right]=\exp \left(\alpha^{2} t / 2\right)$,

$$
\int_{0}^{t} E\left[\left\|e^{i(t-s) A} f(s)\right\|_{L_{2}^{0}}^{2}\right] d s \leq \int_{0}^{t} E\left[\|f(s)\|_{L_{2}^{0}}^{2}\right] d s \leq \int_{0}^{t} E\left[e^{2 W(s)}\right] d s=\int_{0}^{t} e^{2^{2} \frac{s}{2}} d s
$$

and (3.1) is valid. Furthermore, $\varphi: \mathbb{R} \ni u \mapsto \varphi(\cdot, u) \in H=L^{2}([0,1])$ with

$$
\varphi(x, u)=\sin (\pi x)\left(1-\frac{1}{3} e^{\frac{i}{3}} \exp (u)\right)
$$

for which

$$
\begin{aligned}
E\left\|\varphi\left(W\left(\frac{1}{3}\right)\right)\right\|_{H}^{2} & =E\left\|\varphi\left(W\left(\frac{1}{3}\right)\right)\right\|_{L^{2}([0,1])}^{2} \\
& =\int_{0}^{1} \sin ^{2}(\pi x) d x E\left[\left|1-\frac{1}{3} e^{\frac{i}{3}} \exp \left(W\left(\frac{1}{3}\right)\right)\right|^{2}\right]<\infty
\end{aligned}
$$

Besides, $A$ is defined by

$$
A \phi(x)=\left(\pi^{2}-\frac{i}{2}+1\right) \phi(x)+\phi_{x x}(x), \quad \phi \in C_{0}^{\infty}((0,1))
$$

where $C_{0}^{\infty}((0,1))$ is the set of infinitely differentiable real-valued functions on $(0,1)$ with compact support. For $\phi \in C_{0}^{\infty}((0,1))$, define

$$
\|\phi\|_{1,2}=\left(\int_{0}^{1}|\phi(y)|^{p}+\left|\phi_{x}(y)\right|^{2} d y\right)^{\frac{1}{2}}
$$

The domain $D(A)$ of $A$ is the completion of $C_{0}^{\infty}((0,1))$ in $H=L^{2}((0,1))$ with respect to $\|\cdot\|_{1,2}$. By applying the Itô formula to $t \mapsto e^{i t} e^{W(t)}$, it is easy to see that

$$
\begin{equation*}
u(t, x)=e^{i t} \sin (\pi x) e^{W(t)} \tag{5.2}
\end{equation*}
$$

is the unique mild solution to (5.1). Concerning the convergence conditions (4.15)-(4.18), we recall that for (4.16) it is sufficient to show (4.20), for (4.17) it is sufficient to validate (4.21), and for (4.18) it is sufficient to show (4.22). We have for (4.15),

$$
\begin{aligned}
\left\|A \varphi\left(W\left(\frac{1}{3}\right)\right)\right\|_{L^{2}(\Omega, H)}^{2}= & E\left[\left\|A \varphi\left(W\left(\frac{1}{3}\right)\right)\right\|_{H}^{2}\right]=E\left[\left\|A \varphi\left(W\left(\frac{1}{3}\right)\right)\right\|_{L^{2}([0,1])}^{2}\right] \\
= & E\left[\int_{0}^{1}\left|\left(\pi^{2}-\frac{i}{2}+1+\frac{\partial^{2}}{\partial x^{2}}\right) \varphi\left(x, W\left(\frac{1}{3}\right)\right)\right|^{2} d x\right] \\
= & E\left[\int_{0}^{1} \left\lvert\,\left(\pi^{2}-\frac{i}{2}+1+\frac{\partial^{2}}{\partial x^{2}}\right)[\sin (\pi x)]\right.\right. \\
& \left.\left.\left(1-\frac{1}{3} e^{\frac{i}{3}} \exp \left(W\left(\frac{1}{3}\right)\right)\right)\right|^{2} d x\right]<\infty
\end{aligned}
$$

and for (4.21),

$$
\|A f(t)\|_{L^{2}\left(\Omega, L_{2}^{0}\right)}^{2}=E\left[\|A f(t)\|_{L^{2}(0,1)}^{2}\right]
$$

$$
\begin{aligned}
& =E\left[\int_{0}^{1}\left|\left(\pi^{2}-\frac{i}{2}+1+\frac{\partial^{2}}{\partial x^{2}}\right) f(t, x)\right|^{2} d x\right] \\
& =E\left[\int_{0}^{1}\left|\left(\pi^{2}-\frac{i}{2}+1+\frac{\partial^{2}}{\partial x^{2}}\right) i e^{i t} \sin (\pi x) \exp (W(t))\right|^{2} d x\right] \\
& =E\left[\int_{0}^{1}\left|\left(-\frac{i}{2}+1\right) i e^{i t} \sin (\pi x) \exp (W(t))\right|^{2} d x\right] \\
& =\frac{5}{4} \int_{0}^{1} \sin ^{2}(\pi x) \exp (2 t) d x=\frac{5}{8} \exp (2 t) .
\end{aligned}
$$

For (4.20),

$$
\begin{aligned}
\sum_{j=1}^{N} E\left[\left\|A f\left(t_{j-1}\right)\right\|_{L_{2}^{0}}^{2}\right] \tau & =\sum_{j=1}^{N} E\left[\int_{0}^{1}\left|\left(\pi^{2}-\frac{i}{2}+1+\frac{\partial^{2}}{\partial x^{2}}\right) f\left(t_{j-1}, x\right)\right|^{2} d x\right] \tau \\
& \leq \sum_{j=1}^{N} E\left[\int_{0}^{1}\left|\left(\pi^{2}-\frac{i}{2}+1+\frac{\partial^{2}}{\partial x^{2}}\right) i e^{i t_{j-1}} \sin (\pi x) \exp \left(W\left(t_{j-1}\right)\right)\right|^{2} d x\right] \tau \\
& \leq \sum_{j=1}^{N} E\left[\int_{0}^{1}\left|\left(-\frac{i}{2}+1\right) i e^{i t_{j-1}} \sin (\pi x) \exp \left(W\left(t_{j-1}\right)\right)\right|^{2} d x\right] \tau \\
& \leq \sum_{j=1}^{N} \frac{5}{4} \int_{0}^{1} \sin ^{2}(\pi x) \exp \left(2\left(t_{j-1}\right)\right) d x \tau \\
& \leq \frac{5}{8} \sum_{j=1}^{N} \exp \left(2\left(t_{j-1}\right)\right) \tau \leq \frac{5}{8} T \exp (2 T)
\end{aligned}
$$

Furthermore, where we recall $f(t, x)=i e^{i t} \sin (\pi x) \exp (W(t))$, for $0 \leq s \leq t \leq 1$,

$$
\begin{aligned}
& \left\|e^{-i A s} f(s)-e^{-i A t} f(t)\right\|_{L^{2}\left(\Omega, L_{2}^{0}\right)}^{2} \\
= & E\left[\left\|e^{-i A s} f(s)-e^{-i A t} f(t)\right\|_{L_{2}(0,1)}^{2}\right] \\
= & E\left[\left\|e^{-\left(\frac{1}{2}+i\right) s} f(s)-e^{-\left(\frac{1}{2}+i\right) t} f(t)\right\|_{L_{2}(0,1)}^{2}\right] \\
= & \|\sin (\pi \cdot)\|_{L^{2}(0,1)}^{2} E\left[\left|e^{-\left(\frac{1}{2}+i\right) s} e^{i s} \exp (W(s))-e^{-\left(\frac{1}{2}+i\right) t} e^{i t} \exp (W(t))\right|^{2}\right] \\
\leq & \frac{1}{2} E\left[\left|\exp \left(-\frac{s}{2}+W(s)\right)-\exp \left(-\frac{t}{2}+W(t)\right)\right|^{2}\right] \\
= & \frac{1}{2} E\left[\left\lvert\, \exp \left(-\frac{s}{2}+W(s)\right)\left(1-\left.\exp \left(-\frac{t-s}{2}+(W(t)-W(s))\right)\right|^{2}\right]\right.\right. \\
= & \frac{1}{2} E\left[\left|\exp \left(-\frac{s}{2}+W(s)\right)\right|^{2}\right] E\left[\left|1-\exp \left(-\frac{t-s}{2}+(W(t)-W(s))\right)\right|^{2}\right] \\
= & \frac{1}{2} E[\exp (-s+2 W(s))] E\left[1-2 \exp \left(-\frac{t-s}{2}+(W(t)-W(s))\right)\right. \\
= & \frac{1}{2}\left(\exp \left(-s+2^{2} \frac{s}{2}\right)\right)(1-2 \exp (-(t-s)+2(W(t)-W(s)))]
\end{aligned}
$$

$$
=\frac{1}{2} e^{s} \int_{0}^{t-s} e^{\theta} d \theta \leq \frac{1}{2} e^{s} \int_{0}^{t-s} e^{t-s} d \theta \leq e^{1}(t-s),
$$

hence (4.22). For the approximate solution of problem (5.1), the set $[0,1]_{\tau} \times[0,1]_{h}$ of a family of grid points depending on the small parameters $\tau$ and $h$,

$$
\begin{gathered}
{[0,1]_{\tau} \times[0,1]_{h}=\left\{\left(t_{k}, x_{n}\right): t_{k}=k \tau, k=1, \ldots, N-1, N \tau=1\right.} \\
\left.x_{n}=n h, n=1, \ldots, M-1, M h=1\right\}
\end{gathered}
$$

is defined. For problem (5.1), the Rothe-Maruyama scheme including a spatial discretization can be formulated as follows:

$$
\begin{cases} & i\left(u_{n}^{k}-u_{n}^{k-1}\right)+\left(\frac{u_{n+1}^{k}-2 u_{n}^{k}+u_{n-1}^{k}}{h^{2}}+\left(\pi^{2}-\frac{i}{2}+1\right) u_{n}^{k}\right) \tau  \tag{5.3}\\ = & f\left(t_{k-1}, x_{n}\right) \Delta W_{k-1}, \\ & k=1, \ldots, N=\frac{1}{\tau}, \quad n=1, \ldots, M-1 \\ u_{n}^{0}=\frac{1}{3} u_{n}^{\left[\frac{N}{3}\right]}+\varphi\left(x_{n}, \frac{1}{3} W\right), & n=1, \ldots, M-1, \quad u_{0}^{k}=0, \quad u_{M}^{k}=0, \quad k=0, \ldots, N\end{cases}
$$

where $\Delta W_{k-1}=W\left(t_{k}\right)-W\left(t_{k-1}\right)$ and $[N / 3]$ is the integer part of $N / 3$. With $a=\tau / h^{2}, b=-i$, $c=i-2 \tau / h^{2}+\pi^{2} \tau, d=\tau / h^{2}$, we have for $k=1, \ldots, N$,

$$
a u_{n+1}^{k}+b u_{n}^{k-1}+c u_{n}^{k}+d u_{n-1}^{k}=f\left(t_{k-1}, x_{n}\right) \Delta W_{k-1}, \quad n=1, \ldots, M-1 .
$$

By also taking into consideration the non-local initial condition we can write

$$
\begin{equation*}
A U_{n+1}+B U_{n}+C U_{n-1}=D \varphi_{n}, \quad n=1, \ldots, M-1 \tag{5.4}
\end{equation*}
$$

where

$$
U_{n}=\left[\begin{array}{c}
u_{n}^{0}  \tag{5.5}\\
u_{n}^{1} \\
\cdots \\
u_{n}^{N-1} \\
u_{n}^{N}
\end{array}\right], \quad n=1, \ldots, M-1, \quad U_{0}=U_{M}=\left[\begin{array}{c}
0 \\
0 \\
\cdots \\
0 \\
0
\end{array}\right]_{(N+1) \times 1}
$$

and $A, B, C$ and $D$ are $(N+1) \times(N+1)$ matrices with

$$
A(i, i+1)=a, \quad B(i, i)=b, \quad B(i, i+1)=c, \quad C(i, i+1)=d, \quad D(i, i)=1
$$

with all other entries zero, and

$$
\varphi_{n}=\left[\begin{array}{c}
\varphi_{n}^{1} \\
\cdots \\
\varphi_{n}^{N} \\
\varphi_{n}^{0}
\end{array}\right]=\left[\begin{array}{c}
f\left(t_{0}, x_{n}\right) \Delta W_{0} \\
\cdots \\
f\left(t_{N-1}, x_{n}\right) \Delta W_{N-1} \\
\varphi\left(x_{n}, W\right)
\end{array}\right], \quad n=1, \ldots, M-1
$$

To solve (5.4) together with (5.5) we apply the modified Gauss elimination method for the difference equation with respect to $n$ with matrix coefficients as in [8]. It means that we seek a solution of the matrix in the following form:

$$
\begin{equation*}
U_{n}=\alpha_{n+1} U_{n+1}+\beta_{n+1}, \quad n=M-1, \ldots, 2,1,0 \tag{5.6}
\end{equation*}
$$

where $\alpha_{j}(j=1, \ldots, M)$ are $(N+1) \times(N+1)$ square matrices and $\beta_{j}(j=1, \ldots, M)$ are $(N+1) \times 1$ columns. By plugging (5.6) into (5.4) we get

$$
A U_{n+1}+B\left(\alpha_{n+1} U_{n+1}+\beta_{n+1}\right)+C\left(\alpha_{n}\left(\alpha_{n+1} U_{n+1}\right)+\beta_{n}\right)=D \varphi_{n}
$$

i.e.

$$
\left(A+B \alpha_{n+1}+C \alpha_{n} \alpha_{n+1}\right) U_{n+1}+B \beta_{n+1}+C \alpha_{n} \beta_{n+1}+C \beta_{n}=D \varphi_{n}
$$

which for each $n$ has a solution iteratively given by

$$
\alpha_{n+1}=-\left(B+C \alpha_{n}\right)^{-1} A, \quad \beta_{n+1}=\left(B+C \alpha_{n}\right)^{-1}\left(D \varphi_{n}-C \beta_{n}\right), \quad n=1,2,3, \ldots, M-1
$$

Note that for obtaining $\alpha_{n+1}, \beta_{n+1}, n=1, \ldots, M-1$, first we need to find $\alpha_{1}$ and $\beta_{1}$. Since $U_{0}=\alpha_{1} U_{1}+\beta_{1}$, where $U_{0}$ is a zero vector we let, as in [8], $\alpha_{1}$ be the zero matrix and $\beta_{1}$ also be the zero column vector. We thus obtain $\alpha_{n}$ and $\beta_{n}$ forward and $U_{n}$ backward by $n$.

Numerically verifying Theorem 4.4, supported by Figs. 5.1-5.3, the numerical solution of the difference equation (5.3) is compared with the analytical solution of the differential equation


Fig. 5.1. Visualization of one simulation of the approximative Rothe-Maruyama solution (5.1) and the exact solution (5.2). Real and imaginary part of computed values are on the left, and that of exact values are on the right. Here $M=100$ and $N=400$. Note the slight deviation of the approximative solution and the exact solution for the imaginary part of the solution at the initial time point $t=0$.
(5.1) with the $L^{2}$ error $\left\|u\left(t_{N}\right)-u_{N}\right\|_{L^{2}(\Omega, H)}$ at the final time point approximated by

$$
\begin{equation*}
E_{M}^{N}=\left(\frac{1}{N_{s i m}} \sum_{j=1}^{N_{s i m}} \sum_{n=1}^{M-1}\left[u\left(t_{N}, x_{n}\right)-u_{n}^{N}\right]^{2} h\right)^{\frac{1}{2}} \tag{5.7}
\end{equation*}
$$

where $u\left(t_{N}, x_{n}\right)$ is the exact solution at the final time point $t_{N}=1$ given by (5.2) and $u_{n}^{N}$ is the numerical solution (5.1) at $\left(t_{N}, x_{n}\right)=\left(1, x_{n}\right)$.


Fig. 5.2. A simulated time-evolutionary trajectory of the real part of the approximative (5.1) and the exact solution (5.2) also here with $M=100$ and $N=400, N=100$ at $x=0.5$. Note the typical Wiener process type trajectory in time which is not apparent from Fig. 5.1.


Fig. 5.3. Loglog plot of the $L^{2}$-error estimate (5.7) of the numerical scheme for large $\mathrm{M}(M=1000)$ and $N=25,50,100,200,400$ based on 1000 number of simulations. The solid line is the fitted regression line with slope 0.502 . The empirical convergence rate as the rate of the regression line slope seems to be in line with Theorem 4.4 stating the convergence $1 / 2$.

## 6. Conclusions

In this paper, existence and uniqueness of a solution to a time multipoint Schrödinger equation with values in a Hilbert space driven by a cylindrical Wiener process is obtained. Mean square convergence rate of order $1 / 2$ of an implicit Euler-Maruyama scheme, which should be the main contribution of the paper due to more intricate calculations, is also achieved. Numerical experiments for a non-trivial example corroborates the convergence rate. Convergence rate of temporal-space discretization will be investigated in future studies.
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