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Abstract. In this paper, we consider two stabilized second-order semi-implicit finite
element methods for solving the Allen-Cahn and Cahn-Hilliard equations. Stabilized
semi-implicit schemes are used for temporal discretization, and the finite element
method is used for spatial discretization. It is shown that by adding a single linear
term that is of the same order with the truncation error in time, the proposed methods
are all unconditionally energy stable. Error estimates for the two schemes are also es-
tablished. Numerical examples are presented to confirm the accuracy, efficiency and
stability of the proposed methods.
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1 Introduction

We consider in this work the numerical approximation of the Allen-Cahn equation
∂u
∂t
−ε∆u+F′(u)=0, (x,t)∈Ω×(0,T],

u(x,0)=u0(x), x∈Ω,
u(x,t)=0, (x,t)∈∂Ω×(0,T],

(1.1)
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and the Cahn-Hilliard equation
∂u
∂t

+∆(ε∆u−F′(u))=0, (x,t)∈Ω×(0,T],

u(x,0)=u0(x), x∈Ω,
∂u
∂n

=
∂(ε∆u−F′(u))

∂n
=0, (x,t)∈∂Ω×(0,T].

(1.2)

Here Ω⊂Rd d=(1,2,3) is a bounded domain, ∂Ω denotes the Lipschitz boundary of Ω.
n denotes the unit outward normal vector of ∂Ω. T>0 is a fixed constant. The parameter
ε which models the effect of interfacial energy is small but always larger than zero. The
Ginzburg-Landau double well potential F(u)=(u2−1)2/4 is considered, and the function
u(x,t) is a distribution function of the concentration for one of the two metallic compo-
nents of the alloy. As we all know that the Allen-Cahn and Cahn-Hilliard equation can
be regarded as the gradient flow of the following Liapunov energy functional

E(u)=
∫

Ω

(ε

2
|∇u|2+F(u)

)
dx (1.3)

in L2-space and H−1-space, respectively. If we take the inner product for the first equation
in (1.1) with ut, we can obtain the following equality

(ut,ut)+ε(∇u,∇ut)+(u3,ut)−(u,ut)=0,

and it is easy to show that for the the Allen-Cahn equation (1.1),

dE(u(t))
dt

=
∫

Ω
ε∇u∇ut+(u3−u)utdx=−(ut,ut)≤0. (1.4)

Similarly, if we take the inner product for the first equation in (1.2) with−∆−1ut, we have

‖ut‖2
−1−(∇µ,∇µ)=0.

Here µ= ε∆u−F′(u), and the H−1 norm ‖·‖−1 is defined in the next section. Hence, we
could prove that for the Cahn-Hilliard equation (1.2),

dE(u(t))
dt

=
∫

Ω
ε∇u∇ut+(u3−u)utdx=−(∇µ,∇µ)=−‖ut‖2

−1≤0. (1.5)

Eqs. (1.4)-(1.5) indicate that the Allen-Cahn and Cahn-Hilliard equation possess energy-
decay property: the total energy is decreasing in time, and the following energy law
holds:

E(u(t2))≤E(u(t1)), ∀t1< t2∈ (0,T]. (1.6)

As two famous phase-field models, the Allen-Cahn equation originated from the work
by Allen and Cahn [1] in which a diffusive interfacial model is built to describe the phe-
nomenon of antiphase domain coarsening in a binary alloy. While the Cahn-Hilliard
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equation was originally developed by Cahn and Hilliard in [22] to model phase separa-
tion and coarsening phenomenon in a non-uniform system. Nowadays, they have been
applied to complicated moving interface problems, fluid dynamics and many other prob-
lems [4–7, 13–15, 19, 20, 26, 27, 30, 31, 34, 35, 41], due to their advantages in capturing and
tracking the interface.

Since the exact solutions of the phase-field equations are not easy to obtain, numerical
simulations seem to play a crucial role in the research of the physical problems modeled
by the two equations. During the past few years, much work has been paid to the numer-
ical solutions of the Allen-Cahn and Cahn-Hilliard equations. Note that the energy decay
property of the phase field equations is considered to be fundamental to their derivation,
their behavior, and their discretization, various numerical schemes which satisfy the cor-
responding discrete energy law have been designed (cf. [9, 23, 24, 32, 34, 37, 39, 40, 48] and
the references therein). A commonly used technique to obtain an energy stable discretiza-
tion includes convex splitting method [3,10,11] and secant-line type method [8,12,19,28].
When applying these schemes for solving the discrete equation, a nonlinear system which
is usually of large scale needs to be solved at each time step and some restrictions are im-
posed on the time step size due to the well posedness of the numerical schemes when
second-order time discretization are considered, which are disadvantageous for long-
time numerical simulation. In order to overcome these drawbacks, Yang et al. developed
a so-called invariant energy quadratization (IEQ) method, which was based on the La-
grange multiplier method introduced in [18], to solve the phase-field models with a large
class of free energys [42–47]. In [32, 33], some improvements based on the IEQ method
have been made by Shen and his coworkers, and a new method termed as scalar auxil-
iary variable (SAV) was introduced to deal with gradient flows. Comparing with the IEQ
method, the main advantage of the SAV method is that it leads to a linear system with
constant coefficients which can be solved efficiently at each time step.

There is another way for developing accurate and efficient numerical methods for
phase-field equations. In [5] Chen and Shen introduced a semi-implicit Fourier-spectral
method for the phase-field equation, in which the principal elliptic operator is treated
implicitly, while the nonlinear terms are still treated explicitly. This treatment leads to
a linear system with constant coefficients at each time step, which can be solved effi-
ciently and accurately by the Fourier-spectral method in the case of periodic boundary
conditions. Comparing with implicit schemes, semi-implicit schemes suffer from larger
truncation errors and a smaller time step needs to be used to preserve the energy decay
property. To fully or partially remove these restrictions on time steps, a new range of
stabilized semi-implicit scheme was developed. For example, Xu and Tang designed sta-
bilized semi-implicit schemes for epitaxial growth models [38], in which an extra term is
added so that a relatively large time step could be utilized for a long-time simulation. A
similar stabilized semi-implicit Fourier-spectral method for the Cahn-Hilliard equation
was introduced by He et al. [21], in which the energy stability and error estimate for the
first order fully discrete scheme are derived based on an assumption that the numerical
solution is bounded in maximum norm. In [34] Shen and Yang proposed and analyzed a
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series of implicit and stabilized semi-implicit numerical schemes which are uncondition-
ally energy stable or energy stable with reasonable restrictions for the Allen-Cahn and
Cahn-Hilliard equations, and optimal error estimates have been derived. All these re-
sults have been derived based on a Lipschitz assumption on nonlinearity. This idea was
followed up by Feng et al for the analysis of the stabilized Crank-Nicolson scheme for the
phase-field equations [17]. While in [29] Li and Qiao proved the unconditional energy
stability for the second order in time stabilized semi-implicit Fourier spectral method for
the 2D Cahn-Hilliard equation without any prior assumption on the numerical solution
or Lipschitz nonlinearity, however, a sufficiently large stabilizing coefficient needs to be
used.

In this work, we shall develop two unconditionally energy stable second-order semi-
implicit schemes for solving the Allen-Cahn and Cahn-Hilliard equations. One is based
on the second order backward differential formula and the other is based on the Crank-
Nicolson scheme. In both schemes, the nonlinear term is treated explicitly with a second
order extrapolation and a single linear term is added to guarantee the unconditional en-
ergy stability so that only a linear system with constant coefficients is derived at each
time step. The finite element method has been used for spatial discretization, and priori
error estimations are also derived.

The rest of the paper is organized as follows. In Section 2, we consider the stabilized
second-order semi-implicit scheme for the Allen-Cahn equation. We show that the sec-
ond order semi-implicit scheme is unconditionally energy stable, and an error estimate
for the fully discrete scheme is also derived. A similar analysis is provided for the Cahn-
Hilliard equation in Section 3. We then present some numerical examples in Section 4 for
demonstrating the performance of the proposed schemes. Finally, conclusions are drawn
in Section 5.

2 Stabilized second order semi-implicit scheme for Allen-Cahn
equation

We first introduce some notations which will be used throughout the paper. For a domain
Ω⊂Rd, we denote by ‖·‖ the norm in L2=L2(Ω) which is equipped with L2 inner product
(·,·) and by ‖·‖r that in the Sobolev space Hr = Hr(Ω)=Wr,2(Ω). For the definition of
function spaces L2 and Hr, we could refer to [2]. The Sobolev space H1

0 is defined by

H1
0 ={v∈H1(Ω) : v|∂Ω =0},

we also denote the norm in the L∞ by ‖·‖∞.
For r≥0, we define

H−r(Ω) :=(Hr(Ω)∗), H−r
0 (Ω) :={u∈H−r(Ω)|〈u,1〉r =0},
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where 〈·,·〉r represents the dual product between Hr(Ω) and H−r(Ω). Let us denote
L2

0(Ω) :=H0
0(Ω). For w∈L2

0(Ω), let w1=−∆−1w∈L2
0(Ω)∩H1(Ω) satisfy −∆w1=w in Ω,

∂w1

∂n
=0 on ∂Ω,

(2.1)

and ‖v‖−1=
√
(v,−∆−1v).

Based on the above definitions, the weak formulation of the Allen-Cahn equation (1.1)
reads: Find u∈L2(0,T;H1

0(Ω)) such that

(ut,v)+ε(∇u,∇v)+(u3,v)−(u,v)=0, ∀v∈H1
0(Ω). (2.2)

Next, we subdivide the time interval [0,T] into a partition of N subintervals whose end-
points are denoted by 0= t0 < t1 < ···< tN =T. For simplicity, we use the uniform mesh
for temporal discretization. Let τ be the time step with tn = nτ, and let un be an ap-
proximation of the exact solution u(tn). Based on the second-order backward differential
formula, a second-order unconditionally energy stable stabilized semi-implicit scheme is
developed for solving the Allen-Cahn equation, given by(

3un+1−4un+un−1

2τ
,q
)
=−ε(∇un+1,∇q)−(2 f (un)− f (un−1),q)

−Aτ(un+1−un,q), ∀q∈L2(0,T;H1
0(Ω)), (2.3)

where A is a non-negative constant and f (u)=F′(u).
To derive the energy stability of the numerical scheme, following the same arguments

in [34], it is reasonable to assume that there exists a positive constant L such that

max
u∈R
| f ′(u)|≤L. (2.4)

Remark 2.1. As we all know that the Allen-Cahn equation satisfies the maximum princi-
ple, therefore, it has been a common practice (cf. [25,34]) to truncate F(u) to be quadratic
for |u|> M (in the case of the Allen-Cahn equation, M = 1) such that the Lipschitz as-
sumption (2.4) is satisfied. More precisely, we could modify the double-well potential
F(u)= 1

4 (u
2−1)2 by the following truncated function:

F̃(u)=


(u−1)2, u>1,
1
4
(u2−1)2, u∈ [−1,1],

(u+1)2, u<−1.

Consequently

f̃ (u)= F̃′(u)=


2u−2, u>1,
(u2−1)u, u∈ [−1,1],
2u+2, u<−1.
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And we could take L = 2 in the calculation of the revised energy Ê for the Allen-Cahn
equation.

Theorem 2.1. Assume (2.4) is satisfied, under the condition

A>
9L2

16
, (2.5)

the following energy stability property holds for the scheme (2.3):

Ê(un+1)≤ Ê(un), ∀n≥1, (2.6)

where

Ê(un+1)=E(un+1)+
(L

2
+

1
4τ

)
‖un+1−un‖2.

Proof. We take q=un+1−un in (2.3) and estimate each term separately as following:(3un+1−4un+un−1

2τ
,un+1−un

)
=

1
τ
(un+1−un+

1
2

δ2un+1,un+1−un)

=
1
τ
‖un+1−un‖2+

1
4τ

(‖un+1−un‖2−‖un−un−1‖2+‖δ2un+1‖2), (2.7)

here
δ2un+1=un+1−2un+un−1,

and we used the following identity:

(bn+1−bn,bn+1)=
1
2
(|bn+1|2−|bn|2+|bn+1−bn|2). (2.8)

Similarly,

ε(∇un+1,∇(un+1−un))=
ε

2
(‖∇un+1‖2−‖∇un‖2+‖∇(un+1−un)‖2). (2.9)

For the term involving f , using the following Taylor expansion

F(un+1)−F(un)= f (un)(un+1−un)+
f ′(ηn)

2
(un+1−un)2, (2.10)

we have

(2 f (un)− f (un−1),un+1−un)

=
(∫ un

un−1
f ′(s)ds,un+1−un

)
+( f (un),un+1−un)

=(F(un+1)−F(un),1)− f ′(ηn)

2
(un+1−un,un+1−un)+

(∫ un

un−1
f ′(s)ds,un+1−un

)
. (2.11)
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Here ηn lies between un and un+1.
Combining the relations (2.7), (2.9), (2.11), we obtain

E(un+1)−E(un)+
(

Aτ+
1
τ

)
‖un+1−un‖2

+
ε

2
‖∇(un+1−un)‖2+

1
4τ

(‖un+1−un‖2−‖un−un−1‖2+‖δ2un+1)‖2)

=
f ′(ηn)

2
‖un+1−un‖2−

(∫ un

un−1
f ′(s)ds,un+1−un

)
≤L

2
‖un+1−un‖2+L‖un−un−1‖‖un+1−un‖

≤L‖un+1−un‖2+
L
2
‖un−un−1‖2. (2.12)

Here we have used the condition (2.4), the Cauchy-Schwarz inequality and the Young’s
inequality.

Note that (
Aτ+

1
τ

)
≥2
√

A,

after dropping some unnecessary terms, we get the desired energy estimate.

Next, we shall use the finite element method for spatial discretization. Let Th be a
conforming triangulation of Ω and let Sh be the corresponding finite dimensional space
of piecewise linear continuous functions on Ω :

Sh ={v∈H1(Ω) : v|τ∈P1(τ), ∀τ∈Th},

we also denote
S0

h =Sh∩H1
0(Ω).

Consider the fully discretized version of scheme (2.3): Find un
h ∈S0

h, such that

(
3un+1

h −4un
h+un−1

h
2τ

,qh

)
=−ε(∇un+1

h ,∇qh)−(2 f (un
h)− f (un−1

h ),qh)

−Aτ(un+1
h −un

h ,qh), ∀qh∈L2(0,T;S0
h),

(u0
h−u0,vh)=0, ∀vh∈S0

h,

(2.13)

where u0
h is an approximation of u0 in S0

h.
Note that the scheme (2.13) is a three-level scheme, we apply a second-order uncon-

ditionally energy stable scheme [28] to generate u1
h from u0

h:


(

u1
h−u0

h
τ

,vh

)
+ε
(
∇û1

h,∇vh

)
+
(

f (u1
h,u0

h)−û1
h,vh

)
=0, ∀vh∈S0

h,

(u0
h−u0,vh)=0, ∀vh∈S0

h,

(2.14)
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where

û1
h =

u1
h+u0

h
2

, (2.15a)

f (u1
h,u0

h)=
(u1

h)
3+(u1

h)
2u0

h+u1
h(u

0
h)

2+(u0
h)

3

4
. (2.15b)

Denote en =un
h−u(tn), we shall split the error en as following:

en =un
h− Ih(u(tn))+ Ih(u(tn))−u(tn)= ên+ ẽn, (2.16)

where Ih is the elliptic projection operator, defined by

(∇(Ihu−u),∇vh)=0, ∀vh∈S0
h. (2.17)

Lemma 2.1 ( [36]). With Ihu defined by (2.17) and ẽ= Ihu−u, assuming u∈C2(0,T;H2(Ω)∩
H1

0(Ω)), we have

‖ẽ(t)‖+h‖∇ẽ(t)‖≤C(u)h2, (2.18a)

‖ẽt(t)‖+h‖∇ẽt(t)‖≤C(u)h2, (2.18b)

where C(u) is independent of h.

Now we are ready to give the error estimate for the fully discretized scheme (2.13):

Theorem 2.2. Let un
h and u(tn) be solution of (2.13) and (1.1) respectively, and assume that

u∈C2(0,T;H2(Ω)∩H1
0(Ω)). Then, under the conditions (2.4) and (2.5), we have

‖un
h−u(tn)‖≤C‖u0

h−u0‖+C(h2+τ2), (2.19)

where C is a positive constant that depend on ε, L, A, T, u.

Proof. From (2.16) and note that ẽn is bounded according to Lemma 2.1. It remains to
estimate ên. Denote

∂̄un+1
h =

3un+1
h −4un

h+un−1
h

2τ
, f̂ n+1

h =2 f (un
h)− f (un−1

h ), f̂ n+1=2 f (u(tn))− f (u(tn−1)).

We have

(∂̄ên+1,χ)+ε(∇ên+1,∇χ)

=(∂̄un+1
h ,χ)+ε(∇un+1

h ,∇χ)−(∂̄Ihu(tn+1),χ)−ε(∇Ihu(tn+1),∇χ)

=−( f̂ n+1
h ,χ)−Aτ(un+1

h −un
h ,χ)−(ut(tn+1),χ)−(∂̄Ihu(tn+1)−ut(tn+1),χ)

−ε(∇Ihu(tn+1),∇χ)

=( f (u(tn+1))− f̂ n+1
h ,χ)−(∂̄Ihu(tn+1)−ut(tn+1),χ)−Aτ(un+1

h −un
h ,χ), ∀χ∈S0

h. (2.20)
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Applying Lemma 2.1, Taylor expansion and condition (2.4) we have:

‖ f (u(tn+1))− f̂ n+1
h ‖

=‖ f (u(tn+1))− f̂ n+1+ f̂ n+1− f̂ n+1
h ‖

≤‖ f (u(tn+1))− f (u(tn))+ f (u(tn−1))− f (u(tn))‖
+‖2( f (u(tn))− f (un

h))‖+‖( f (u(tn−1)− f (un−1
h ))‖

≤‖ f ′(u)(u(tn+1)−2u(tn)+u(tn−1))‖+‖6ξ1(u(tn+1)−u(tn))2‖
+‖6ξ2(u(tn)−u(tn−1))2‖+2L‖ên+ ẽn‖+L‖ên−1+ ẽn−1‖

≤C(u,L)(τ2+h2)+C(‖ên‖+‖ên+1‖+‖ên−1‖), (2.21)

where ξ1 lies between u(tn+1) and u(tn), ξ2 lies between u(tn) and u(tn−1)

‖∂̄Ihu(tn+1)−ut(tn+1)‖=‖∂̄Ihu(tn+1)− ∂̄u(tn+1)+ ∂̄u(tn+1)−ut(tn+1)‖
≤‖∂̄ẽn+1‖+‖∂̄u(tn+1)−ut(tn+1)‖
≤C(u)(h2+τ2), (2.22a)

Aτ‖un+1
h −un

h‖=Aτ‖un+1
h −u(tn+1)+u(tn+1)−u(tn)+u(tn)−un

h‖
≤Aτ(‖ên‖+‖ên+1‖)+C(u)(τ2+h2). (2.22b)

Then we turn our attention to (2.20). Setting χ= ên+1, we obtain

(∂̄ên+1, ên+1)+ε‖∇ên+1‖2

≤(‖ f (u(tn+1))− f̂ n+1
h ‖+Aτ‖un+1

h −un
h‖+‖∂̄Ihu(tn+1)−ut(tn+1)‖)‖∇ên+1‖,

where we have used Friedrichs’ inequality ‖ên‖≤C‖∇ên‖. And hence

(∂̄ên+1, ên+1)

≤C(ε−1)(‖ f (u(tn+1))− f̂ n+1
h ‖2+A2τ2‖un+1

h −un
h‖2+‖∂̄Ihu(tn+1)−ut(tn+1))‖2. (2.23)

Substituting (2.21)-(2.22b) into (2.23), we have

(∂̄ên+1, ên+1)≤C(ε−1)(‖ên−1‖2+‖ên‖2+‖ên+1‖2)+C(u,L)(τ2+h2)2. (2.24)

Note that

(∂̄ên+1, ên+1)=
1

4τ
(|ên+1|2+|2ên+1− ên|2)

− 1
4τ

(|ên|2+|2ên− ên−1|2−|ên+1−2ên+ ên−1|2)

≥ 1
4τ

(|ên+1|2−|ên|2−|2ên− ên−1|2), (2.25)
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where we have used the following identity:

2ak+1(3ak+1−4ak+2ak−1)

=|ak+1|2+|2ak+1−ak|2−|ak|2−|2ak−ak−1|2−|ak+1−2ak+ak−1|2.

Substitute (2.25) into (2.24), we have

‖ên+1‖2−‖ên‖2

τ
≤C(T,ε−1)(‖ên−1‖2+‖ên‖2+‖ên+1‖2)+C(u,L)(τ2+h2)2. (2.26)

Multiplying (2.26) with τ and summing up the inequality for 1≤n≤N−1, we obtain

(1−Cτ)‖ên+1‖2≤C(T,ε−1)
N−1

∑
n=1

(‖ên‖2+‖ên−1‖2)+C(u,L)(τ2+h2)2. (2.27)

The desired estimate (2.19) then followed by the discrete Gronwall’s inequality and the
triangular inequality ‖en‖2≤‖ẽn‖2+‖ên‖2.

3 Stabilized second order semi-implicit scheme for
Cahn-Hilliard equation

In this section, we consider the Cahn-Hilliard equation (1.2), and its mixed variational
formula reads: Find u,µ∈L2(0,T;H1(Ω)) such that

(∂u
∂t

,q)−(∇µ,∇q)=0 for all q∈L2(0,T;H1(Ω)),

ε(∇u,∇v)+(F′(u),v)=−(µ,v) for all v∈L2(0,T;H1(Ω)).
(3.1)

Based on the Crank-Nicolson scheme, a second order unconditionally energy stable sta-
bilized semi-implicit scheme is developed for solving the problem (1.2), given by

(
un+1−un

τ ,q
)
−
(
∇µn+ 1

2 ,∇q
)
=0, ∀q∈L2(0,T;H1(Ω)),

ε

(
∇
(un+1+un

2

)
,∇v

)
+

(
3
2

f (un)− 1
2

f (un−1),v
)

+Aτ(∇(un+1−un),∇v)=−(µn+ 1
2 ,v), ∀v∈L2(0,T;H1(Ω)),

(3.2)

where A is a non-negative constant,

µn =ε∆un−F′(un), µn+ 1
2 =

1
2
(µn+µn+1).

Note that the stabilized Crank-Nicolson scheme (3.2) is also a three-level scheme,
the unconditionally energy stable scheme (2.14) is generalized for solving Cahn-Hilliard
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equation (1.2) (see also [8, 12]) to generate u1, given by
(

u1−u0

τ
,q
)
−
(
∇µ

1
2 ,∇q

)
=0, ∀q∈L2(0,T;H1(Ω)),

ε

(
∇
(u1+u0

2

)
,∇v

)
+( f (u1,u0),v)=−(µ 1

2 ,v), ∀v∈L2(0,T;H1(Ω)),
(3.3)

where f (u1,u0) is defined as following:

f (u1,u0)=
(u1)3+(u1)2u0+u1(u0)2+(u0)3

4
− u1+u0

2
.

Suppose the initial value u0 satisfies the following condition:

1
|Ω|

∫
Ω

u0dx=M0 (3.4)

under the homogeneous Neumann boundary condition of µ, it is easy to check that

1
|Ω|

∫
Ω

u1dx=M0. (3.5)

Theorem 3.1. Assume (3.4) and (2.4) is satisfied, then under the condition

A>
L2

2
, (3.6)

the following energy stability property holds for the scheme (3.2):

Ẽ(un+1)+
τ

2
‖∇µn+1‖2≤ Ẽ(un), ∀n≥1, (3.7)

where

Ẽ(un+1)=E(un+1)+
L
4
‖un+1−un‖2.

Proof. It is easy to verify that under the condition (3.4), we have

1
|Ω|

∫
Ω

un+1dx=M0, n=1,2,··· ,N−1. (3.8)

Hence, un+1−un∈L2
0(Ω), n=0,1,··· ,N.

On taking

q=−τ

2
µn+ 1

2 and v=un+1−un
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in (3.2), and combining the results, we get

1
2
(un+1−un,µn+ 1

2 )+
τ

2
‖∇µn+ 1

2 ‖2+
ε

2
(‖∇un+1‖2−‖∇un‖2)

+

(
3
2

f (un)− 1
2

f (un−1),un+1−un
)
=−Aτ‖∇(un+1−un)‖2. (3.9)

Taking

q=−1
2

∆−1(un+1−un),

we obtain
1

2τ
‖un+1−un‖2

−1−
1
2
(µn+ 1

2 ,un+1−un)=0. (3.10)

To handle the nonlinear term, from the Taylor expansion (2.10), we have(3
2

f (un)− 1
2

f (un−1),un+1−un
)

=(F(un+1)−F(un),1)− f ′(ηn)

2
(un+1−un,un+1−un)

+
1
2

(∫ un

un−1
f ′(s)ds,un+1−un

)
. (3.11)

Combining the relation (3.9)-(3.11) and condition (2.4), we obtain

τ

2
‖∇µn+ 1

2 ‖2+E(un+1)−E(un)

≤−Aτ‖∇(un+1−un)‖2− 1
2τ
‖un+1−un‖2

−1

+
3L
4
‖un+1−un‖2+

L
4
‖un−un−1‖2. (3.12)

Note that

−Aτ‖∇(un+1−un)‖2− 1
2τ
‖un+1−un‖2

−1≤−
√

2A‖(un+1−un)‖2. (3.13)

Substituting the inequality (3.13) into (3.12), and we get the desired energy estimate.

Let us define error function ēn = u(tn)−un, to derive the error estimate of the above
scheme, we shall make some assumptions for some initial values:

We suppose u0=u(t0) and assume that when the unconditionally energy stable scheme
(3.3) is used to solve (1.2) at first step, there exists a positive constant C1 independent of
τ such that

ετ‖∇ē1‖2≤C1τ4, (3.14)

and the following inequality will be used frequently:

(u,v)≤‖u‖−1‖∇v‖, u∈L2
0, v∈H1. (3.15)
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Theorem 3.2. Let u(tn) and un be solution of (1.2) and (3.3) respectively, and suppose A satisfy
the following constraint

A≥max
{

1,
L2

2

}
,

then for uttt ∈ L2(0,T;H−1(Ω)), utt ∈ L2(0,T;H3(Ω)), ut ∈ L2(0,T;H3(Ω)), under the condi-
tions (2.4) and (3.14), we have

N−1

∑
n=1

{
‖ēn+1− ēn‖2

−1+(A−1)τ2‖∇(ēn+1− ēn)‖2
}

+ max
1≤n≤N−1

{ετ

2
‖∇ēn+1‖2

}
≤C1eC2 τ4, (3.16)

where C1, C2 are two positive constants depending on ε, A, L, T.

Proof. Substracting (3.3) from (1.2) at tn+ 1
2 gives(

ēn+1− ēn

τ
,q
)
−
(
∇(µ(tn+ 1

2 )−µn+ 1
2 ),∇q

)
=(Tn+ 1

2
1 ,q), (3.17a)

ε

(
∇( ēn+1+ ēn

2
),∇v

)
+

(
f (u(tn+ 1

2 ))− 3
2

f (un)+
1
2

f (un−1),v
)

= ε(Tn+ 1
2

2 ,v)−Aτ(∇(ēn+1− ēn),∇v)+A(∇Tn+1
3 ,∇v)

−
(

µ(tn+ 1
2 )−µn+ 1

2 ,q
)

, (3.17b)

where

Tn+ 1
2

1 :=
u(tn+1)−u(tn)

τ
−ut(tn+ 1

2 ),

Tn+ 1
2

2 :=∆u(tn+ 1
2 )−∆

(
u(tn+1)+u(tn)

2

)
,

Tn+1
3 :=τ(u(tn+1)−u(tn)).

By using the Taylor expansion with integral residual, it is easy to show that

‖Tn+ 1
2

1 ‖2
−1≤ c1τ3

∫ tn+1

tn
‖uttt(t)‖2

−1dt, (3.18a)

‖∇Tn+ 1
2

2 ‖2≤ c2τ3
∫ tn+1

tn
‖∇∆utt(t)‖2dt, (3.18b)

‖∇∆Tn+1
3 ‖2≤ c3τ3

∫ tn+1

tn
‖∇∆ut(t)‖2dt, (3.18c)

where c1, c2 and c3 are three positive constants.
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Taking q=−τ∆−1(ēn+1− ēn) in (3.17a) and v= τ(ēn+1− ēn) in (3.17b), and then sum-
ming up the resulting identities, we obtain

‖ēn+1− ēn‖2
−1+

ε

2
τ(‖∇ēn+1‖2−‖∇ēn‖2)+Aτ2‖∇(ēn+1− ēn)2‖

=τ(Tn+ 1
2

1 ,−∆−1(ēn+1− ēn))+τε(Tn+ 1
2

2 , ēn+1− ēn)+Aτ(∇Tn+1
3 ,∇(ēn+1− ēn))

−τ( f (u(tn+ 1
2 ))− 3

2
f (un)+

1
2

f (un−1), ēn+1− ēn)=
4

∑
j=1

Rj. (3.19)

Next we will estimate the right terms Rj, j= 1,··· ,4, and we will denote by C a generic
constant whose value may vary from line to line.

Using Young’s inequality, inequality (3.15), and estimates (3.18)-(3.18c), we obtain:

R1≤τ‖Tn+ 1
2

1 ‖2
−1+

τ

4
‖ēn+1− ēn‖2

−1

≤Cτ4
∫ tn+1

tn
‖uttt(s)‖2

−1ds+
τ

4
‖ēn+1− ēn‖2

−1, (3.20a)

R2≤ε2τ‖∇Tn+ 1
2

2 ‖2+
τ

4
‖ēn+1− ēn‖2

−1

≤Cε2τ4
∫ tn+1

tn
‖∇∆utt(s)‖2ds+

τ

4
‖ēn+1− ēn‖2

−1, (3.20b)

R3≤C(A,T)τ‖∇∆Tn+1
3 ‖2+

τ

4
‖ēn+1− ēn‖2

−1

≤C(A,T)τ4
∫ tn+1

tn
‖∇∆ut(s)‖2ds+

τ

4
‖ēn+1− ēn‖2

−1, (3.20c)

R4=τ(I1+ I2+ I3, ēn+1− ēn)

≤τ‖∇I1‖2+
τ

4
‖ēn+1− ēn‖2

−1+C(T)τ‖I2‖2
−1+

τ2

2
‖∇(ēn+1− ēn)‖2

+C(T)τ‖I3‖2
−1+

τ2

2
‖∇(ēn+1− ēn)‖2

≤Cτ4
∫ tn+1

tn−1
‖∇utt(s)‖2ds+

τ

4
‖ēn+1− ēn‖2

−1+C(L,T)τ‖ēn‖2
−1

+C(L,T)τ‖ēn−1‖2
−1+τ2‖∇(ēn+1− ēn)‖2, (3.20d)

where

I1 := f (u(tn+ 1
2 ))− f̄ (u(tn+ 1

2 ))+ f̄ (u(tn+ 1
2 ))− 3

2
f (u(tn))+

1
2

f (u(tn−1)), (3.21a)

I2 :=
3
2

f (u(tn))− 3
2

f (un) I3 :=
1
2

f (un−1)− 1
2

f (u(tn−1)), (3.21b)

f̄ (u(tn+ 1
2 )) :=

1
2
( f (u(tn))+ f (u(tn+1))). (3.21c)
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Combining the above estimates into (3.19) yields

‖ēn+1− ēn‖2
−1+

ετ

2
(‖∇ēn+1‖2−‖∇ēn‖2)+(A−1)τ2‖∇(ēn+1− ēn)‖

≤Cτ4
∫ tn+1

tn
‖uttt(s)‖2

−1ds+Cε2τ4
∫ tn+1

tn
‖∇∆utt(s)‖2ds+C(A,T)τ4

∫ tn+1

tn
‖∇∆ut(s)‖2ds

+Cτ4
∫ tn+1

tn−1
‖∇utt(s)‖2)ds+Cτ(|ēn+1‖2

−1+‖ēn‖2
−1+‖ēn−1‖2

−1). (3.22)

On summing up the above inequality for 1≤n≤N−1, we arrive at

N−1

∑
n=1

(‖ēn+1− ēn‖2
−1+(A−1)τ2‖∇(ēn+1− ēn)‖2)+

ετ

2
(‖∇ēN‖2−‖∇ē1‖2)

≤Cτ4‖uttt‖2
L2(0,T;H−1)+ε2τ4‖utt‖2

L2(0,T;H3)+C(A,T)τ4‖ut‖2
L2(0,T;H3)

+Cτ4‖utt‖2
L2(0,T;H1)+Cτ

N−1

∑
n=1

(‖ēn+1‖2
−1+‖ēn‖2+‖ēn−1‖2). (3.23)

The estimate (3.16) then follows by assumption (3.14) and the discrete Gronwall inequal-
ity.

4 Numerical results

In this section, some numerical examples are presented to illustrate the accuracy and
the energy stability of the proposed schemes. In our experiments in two dimensions,
uniform triangulations will be adopted. Our uniform mesh is generated as follows: first
we partition the computational domain Ω into N×N rectangles, and then partition each
rectangle into two right-angled triangles.

4.1 Allen-Cahn equation

Example 4.1. In this example, we test the numerical accuracy for the energy stable scheme
(2.13). We consider the following homogeneous Allen-Cahn equation whose solution has
been constructed 

∂u
∂t
−ε∆u+F′(u)= f , (x,t)∈Ω×(0,T],

u(x,t)=0, (x,t)∈∂Ω×(0,T],
u(x,0)=u0(x), x∈Ω,

(4.1)

with ε=0.01 and Ω=(0,1)2. The exact solution is

u= t2sin(πx1)sin(πx2),
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Table 1: Example 4.1. Errors and convergence rate of the spatial discretization accuracy test for scheme (2.13),
A=1, T=0.1,0.5,1.

h T=0.1 T=0.5 T=1
‖u−uh‖L2 order |u−uh|H1 order ‖u−uh‖L2 order |u−uh|H1 order ‖u−uh‖L2 order |u−uh|H1 order

1/40 1.12e-04 \ 1.00e-03 \ 7.32e-05 \ 2.18e-02 \ 2.44e-04 \ 8.73e-02 \
1/80 2.77e-05 2.01 4.56e-04 1.13 1.80e-05 2.02 1.09e-02 1.00 6.17e-05 1.98 4.36e-02 1.00
1/160 6.90e-06 2.00 2.21e-04 1.04 4.47e-06 2.01 5.50e-03 0.99 1.55e-05 1.99 2.18e-02 1.00
1/320 1.72e-06 2.00 1.09e-04 1.01 1.11e-06 2.01 2.70e-03 1.03 3.90e-06 1.99 1.09e-02 1.00
1/640 4.30e-07 2.00 5.45e-05 1.00 2.78e-07 2.00 1.35e-03 1.00 9.76e-07 2.00 5.50e-03 0.99

Table 2: Example 4.1. Errors and convergence rate of the temporal discretization accuracy test for scheme
(2.13), A=1, T=0.1,0.5,1.

τ
T=0.1 T=0.5 T=1

‖u−uh‖L2 order ‖u−uh‖L2 order ‖u−uh‖L2 order
1/40 7.32e-05 \ 2.78e-04 \ 7.04e-04 \
1/80 1.80e-05 2.03 7.00e-05 1.99 1.86e-04 1.91
1/160 4.47e-06 2.01 1.64e-05 2.10 4.80e-05 1.96
1/320 1.11e-06 2.01 4.06e-06 2.04 1.21e-05 1.99
1/640 2.78e-07 2.00 1.00e-06 2.02 3.02e-06 2.00

the initial condition u0 and the source f can be chosen to satisfy (4.1).
We first test the accuracy on the spatial discretization by taking the time step size

τ= h
2 . The errors at time T=0.1,0.5,1 with different spatial mesh size h are shown in Table

1, we see clearly that the order of convergence of the errors ‖u−uh‖L2(Ω) and |u−uh|H1(Ω)

are 2 and 1, respectively. Next, we test the accuracy of the temporal discretization with a
spatial mesh size h=1.0e−03. The L2- norm errors at T=0.1,0.5,1 and the corresponding
convergence rates are shown in Table 2, numerical results show that the convergence rate
for time discretization is 2. These results are in consistence with the theory established in
Section 2.

Example 4.2. In this example, we consider the Allen-Cahn equation (1.1). The initial
condition is chosen such that

u0(x1,x2)=0.05sinx1 ·sinx2.

The parameter is chosen as ε=0.01, the solution domain Ω=(0,2π)×(0,2π).

We numerically investigate the performance of the energy stable scheme (2.13) on the
above problem with h= 1

64 , τ= 1
2 , and compute u(x,t) for 0< t≤ 900. In Fig. 1, the time

evolution of the discrete original energy E(un) and discrete revised energy Ê(un) with
different time steps are plotted. It shows that both the original energy and the revised
energy decrease with respect to time. The time history of the supremum norms of the
numerical solutions is also presented in Fig. 1, in which we can observe that the supre-
mum norms of the numerical solutions are always bounded by 1. We also present the
numerical solutions at times t= 1,10,60,550,800,900 in Fig. 2. We notice that the figure
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Figure 1: Example 4.2. N=64, τ= 1
2 and A=1, (a): time evolution of the discrete original energy; (b): time

evolution of the discrete revised energy; (c): time history of supremum norm.

changed greatly in a very short period of time, and then the figure changed slowly in a
relatively long period of time, and finally the figure tends to be stable, which coincides
with the trend of the energy curve.

Example 4.3. In this example, we consider the three-dimensional Allen-Cahn equation:
∂u
∂t
−∆u+

1
ε2 F′(u)=0, (x,t)∈Ω×(0,T],

u(x,0)=u0(x), x∈Ω,
∂u
∂n

=0, (x,t)∈∂Ω×(0,T],

(4.2)

where Ω=[−1,1]3, ε=0.05 and

u0(x1,x2,x3)= εcos(1.5πx1)cos(1.5πx2)(sin(πx3)+sin(2πx3)).

To obtain the numerical solution, the computational domain Ω was meshed with
tetrahedral elements with mesh size h = 0.1, and our energy stable scheme (2.13) was
applied to solve the above problem with τ=1.0e−04. The snapshots of numerical solu-
tions at several different moments are presented in Fig. 3 and the evolution of discrete
energy and supremum norms are shown in Fig. 4. Same as the previous experiment
in two dimensions, the supremum norms of numerical solutions are controlled and the
discrete energy is always dissipative.

4.2 Cahn-Hilliard equation

Example 4.4. In this example, we consider the energy stable scheme (3.14) for the follow-
ing Cahn-Hilliard equation:

∂u
∂t
−∆(−ε∆u+F′(u))= f , (x,t)∈Ω×(0,T],

u(x,0)=u0(x), x∈Ω,
∂nu=∂n∆u=0, (x,t)∈∂Ω×(0,T],

(4.3)
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Figure 2: Example 4.2, N=64, τ= 1
2 and A=1, the numerical solutions at t=1,10,60,550,800,900.

where ε= 0.1, Ω= [0,1]. The initial solution u0 and function f are chosen such that the
exact solution is u(x,t)= e−t cos(πx).

We begin to test the accuracy on the spatial discretization with the time step size
τ=1.0e−06. The numerical errors at T=0.1 with different spatial mesh size are reported
in Table 3, which shows that the L2-norm errors convergent with order 2 while the H1-
seminorm errors convergent with order 1. Then we test the convergence rate with respect
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Figure 3: Example 4.3, h=0.1, τ=1.0e−04 and A=0.01, the numerical solutions at t=0.009,0.02,0.09,0.3,0.4,1.2.

to temporal discretization with a spatial mesh size h= 1
200000 . The corresponding numer-

ical results at T = 1 with different time step size are reported in Table 4. The numerical
results evidently indicate a second order convergence rate in time.

Example 4.5. In this example, numerical simulations of the evolution of a initial data’s
interfaces are presented. We consider the Cahn-Hilliard equation (1.2) with ε=6.25e−05.
The initial value is given by

u0(x1,x2)= tanh
(

1√
2ε

min
{√

(x1+0.3)2+x2
2−0.3,

√
(x2−0.3)2+x2

2−0.25
})

.
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Figure 4: Example 4.2. h=0.1, τ=1.0e−04 and A=0.01, (a): time evolution of the original energy and revised
energy; (b): time history of supremum norm.

Table 3: Example 4.4. Errors and convergence rate of the spatial discretization accuracy test for scheme (3.14),
τ=10−6, A=1.5.

h 1/16 1/32 1/64 1/128 1/256
‖u−uh‖L2 1.80e-03 4.43e-04 1.11e-04 2.77e-05 6.91e-06

order - 2.02 2.00 2.00 2.00
|u−uh|H1 1.14e-01 5.70e-02 2.85e-02 1.42e-02 7.1e-03

order - 1.00 1.00 1.00 1.00

Table 4: Example 4.4. Errors and convergence rate of the temporal discretization accuracy test for scheme
(3.14), h= 1

200000 , A=1.5.

τ 1/16 1/32 1/64 1/128 1/256
‖u−uh‖L2 3.40e-3 8.48e-04 2.12e-04 5.30e-05 1.32e-05

order - 2.00 2.00 2.00 2.00
|u−uh|H1 1.76e-02 4.50e-03 1.10e-03 2.83e-04 7.08e-05

order - 1.97 2.00 1.96 2.00

The computational domain Ω=(−1,1)×(−1,1) is uniformly partitioned with a 128×
128 cells and take the time step τ = 0.0005. From Fig. 5, it is observed that the initial
interface that inclose two separated circles gradually evolves into one circle, which is
consistent with the results reported in [16]. The time history of the discrete original en-
ergy is also plotted, which shows that the energy curve decreases with respect to time as
the theory guaranteed.

Example 4.6. In this example, we consider the Eq. (1.2) in three dimensions. The initial
value is a small random perturbation around zero:

u0(x1,x2,x3)=0.006rand(x1,x2,x3)−0.003,
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Figure 5: Example 4.5, N = 128, τ = 0.0005, A= 2, the evolution of the two-circle interface at five temporal
frames and time evolution of the discrete original energy.

where rand( ) generates uniformly distributed random numbers on the unit interval. The
solution domain is considered a cubic Ω=[−1,1]3, and ε=

√
0.008.

Fig. 6 show the evolution solution of u(x1,x2,x3,t) at five different times, from which
we can observe the solution tends to the steady state by increasing the time. From Fig. 6
we also found the original energy decays with respect to time.
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Figure 6: Example 4.6, h= 1
10 , τ= 1

10000 and A=1000, the evolution of u(x,y,z,t) at five temporal frames and
time evolution of the discrete original energy.

5 Conclusions

In this paper, we develop two unconditionally energy stable second-order numerical
methods for solving the Allen-Cahn and Cahn-Hilliard equations. The finite element
method is used for spatial discretization and semi-implicit schemes in which the linear
term is treated implicitly and the nonlinear term is treated explicitly with a second or-
der extrapolation, are used for temporal discretization. Comparing with classical semi-
implicit methods, a single stabilizing term is introduced to ensure unconditional energy
stability and a relatively large time step size could be utilized for a long time simula-
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tion. Error estimates for the proposed numerical schemes are derived which show these
two schemes are second order accurate in time discretization. Finally, several numerical
examples were presented to verify the accuracy, efficiency and stability of the proposed
schemes.
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