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#### Abstract

In this paper, we present a Hessian recovery based linear finite element method to simulate the molecular beam epitaxy growth model with slope selection. For the time discretization, we apply a first-order convex splitting method and secondorder Crank-Nicolson scheme. For the space discretization, we utilize the Hessian recovery operator to approximate second-order derivatives of a $C^{0}$ linear finite element function and hence the weak formulation of the fourth-order differential operator can be discretized in the linear finite element space. The energy-decay property of our proposed fully discrete schemes is rigorously proved. The robustness and the optimal-order convergence of the proposed algorithm are numerically verified. In a large spatial domain for a long period, we simulate coarsening dynamics, where $1 / 3-$ power-law is observed.
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## 1 Introduction

In recent years, the molecular beam epitaxy (MBE) growth approach has become a powerful tool for thin-film deposition of single crystal [15,43]. So MBE growth technique has been widely applied in material science, especially in semi-conductor manufacture and
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nano-technology industry. In previous works, there are mainly three types of mathematical modelings to study dynamics of the MBE growth process: atomistic models [2,19], continuum models [ $23,31,42$ ] and hybrid models [ 6,14$]$.

We are interested in the continuum model with slope selection introduced by Moldovan and Golubovic [29]. It describes the evolution of the MBE growth with isotropic symmetry current, of which the governing equation takes the form [22]:

$$
\begin{cases}\partial_{t} u=-\varepsilon \Delta^{2} u+\nabla \cdot\left(|\nabla u|^{2} \nabla u-\nabla u\right) & \text { in } \Omega \times[0, T],  \tag{1.1}\\ u(\cdot, 0)=u_{0}(\cdot) & \text { in } \Omega,\end{cases}
$$

where $\Omega$ is a smooth domain, $\varepsilon$ is a positive constant, and the unknown function $u$ represents the epitaxy surface height of the thin film. Moreover, we suppose $u$ satisfies a certain periodic boundary condition or Neumann boundary conditions $\left.\partial_{\mathbf{n}} u\right|_{\partial \Omega}=0$ and $\left.\partial_{\mathbf{n}} \Delta u\right|_{\partial \Omega}=0$, where $\mathbf{n}$ is the outward normal on the boundary. The MBE equation (1.1) can be derived via an $L^{2}$-gradient flow of the effective free energy functional [11,20]

$$
\begin{equation*}
E(u):=\int_{\Omega}\left(\frac{\varepsilon}{2}|\Delta u|^{2}+\frac{1}{4}\left(|\nabla u|^{2}-1\right)^{2}\right) d \Omega, \tag{1.2}
\end{equation*}
$$

of which the first term represents the surface diffusion effect [11] and the second term describes the Ehrlich-Schwoebel effect [22]. Thanks to the flux free condition at the boundary, it is trivial to show that the energy decay property

$$
\frac{d E(u)}{d t}=-\left\|u_{t}\right\|_{0}^{2} \leq 0, \quad \forall t>0,
$$

and the total mass conservation property

$$
\frac{d}{d t} \int_{\Omega} u d \Omega=0
$$

always hold for the solution of the MBE equation (1.1).
During the past several decades, the numerical solution for (1.1) (see e.g., [4, 6, 8-10, $12-14,18,21,24,25,27,28,32-35,37,38,41,44,47,48,51])$ has been intensively investigated based on variants of temporal discretization and spatial discretization techniques.

On temporal-discretization, two popular approaches can guarantee the energy decay property of the numerical solution. The basic idea of the first approach is so-called convex splitting which splits the nonlinear term to the convex part which will be treated implicitly and the concave part which will be treated explicitly, see [ $5,41,44,47$ ]. The unconditional energy decay property and the unique solvability of the numerical solution of this approach could be easily derived. However, such methods lead to a nonlinear algebraic system that requires high computational cost. The second approach is the so-called linear stabilization approach which treats the nonlinear term only explicitly and guarantees the energy stability by adding a linear artificial penalty term, see [38-40,49]. Such a method
is linear and simple to implement. However, no theory guarantees the corresponding energy decay property. Recently, there have been some new developments regarding this method, for example, Qiao et al. in [35] proposed a second-order Crank-Nicolson time-stepping scheme without adding artificial terms and a corresponding adaptive time step strategy based on the energy variation for the MBE model (1.1), making the phase field simulation more efficient, Li et al. in [24] removed the Lipschitz assumption on the nonlinearity and proved unconditional energy decay for the stabilized time-stepping methods.

More recently, two novel approaches known as IEQ and SAV are developed to solve the phase field models. Both of these algorithms use the energy quadratization approach to convert the primitive system into a new equivalent system. The modified energy is proven to be unconditionally stable. Yang et al. in [48] and Chen et al. in [9] proposed second-order Crank-Nicolson and Adam-Bashforth time-stepping schemes based on IEQ for MBE model (1.1). By using the SAV technique, Ji et al. in [18] designed an adaptive second-order Crank-Nicolson time-stepping scheme for the time-fractional molecular beam epitaxial models. There are also some other energy decay preserving numerical algorithms, for example, Chen et al. in [8] presented a new multi-step CrankNicolson, which is proved to possess properties of total mass conservation and unconditionally energy stability. Lu et al. in [27] developed a second- and third- order fully discrete scheme for (1.1) based on the local structure-preserving algorithm. Cheng and Wang in [7] gave a error estimate of second order accurate SAV numerical method for the epitaxial thin film equation.

As for spatial discretization of MBE model (1.1) with periodic boundary condition, classic numerical methods including finite difference methods [33, 41, 44, 48], spectral methods [ $8,24,25$ ], and finite element methods [4,32] have been studied. In [33], Zhang et al. applied a finite difference scheme for solving the MBE model (1.1), and the stability and optimal convergence order of the proposed method were discussed. In [32], Qiao et al. established the error estimation of the mixed element method for (1.1). For the MBE model (1.1) with the Neumann boundary condition, Xia [45] developed a fully discrete stable discontinuous Galerkin method, and Lu et al. in [27] proposed a finite difference scheme.

We focus on finite element methods for the MBE equation (1.1). Recently, a nonconforming finite element method called gradient recovery based linear finite element method (GRBL-FEM) has been presented to solve high order differential equations in [3, $17,26]$. The key idea of the GRBL-FEM is using gradient recovery operators [50,52,53] "lift" discontinuous piecewise constant function to a continuous piecewise linear function, and hence second-order differentiation derivatives are possible. The GRBL-FEM uses the least degree of freedom, therefore it is simple and straightforward to implement.

In our previous work [46], we developed a Hessian recovery based linear finite element method (HRBL-FEM) for solving the Cahn-Hilliard ( $\mathrm{C}-\mathrm{H}$ ) equation. The main purpose of this work is to design some HRBL-FEMs combining convex splitting methods presented in $[5,47]$ to solve the MBE equation (1.1) with periodic boundary condi-
tions or Neumann boundary conditions. We prove that the fully discrete scheme of the MBE equation with periodic boundary condition preserves the energy decay and mass conservation properties. Comparing to other existing numerical methods for spatial discretization of the MBE model, our HRBL-FEMs enjoy some advantages. First, linear elements induce smaller degrees of freedom in comparison to $C^{1}$ or mixed elements, which hence leads to easier implementation and less computational cost. Second, the recovery operators can be defined on a general unstructured grid, and our algorithms thus work naturally for arbitrary geometries in comparison with regular domains used by finite difference methods or spectral methods. Although our schemes are simple and straightforward, they have very nice convergence properties. The optimal-order convergence under $L^{2}$ - and $H^{1}$ - error norm are numerically observed both on a square domain and a circular domain. We also discover that there is a phenomenon of superconvergence between the recovered Hessian and the exact one. By utilizing the adaptive time-stepping algorithm proposed in [35], we simulate the MBE equation on a large area during a long period, where the height grows like $\mathcal{O}\left(t^{1 / 3}\right)$ and the energy decays like $\mathcal{O}\left(t^{-1 / 3}\right)$ are observed.

The rest of the paper is organized as follows: In Section 2, some notations and a variational formulation of the (1.1) are given. In Section 3, we first introduce the recovery technique based on a least-square fitting; then, we apply the recovery based finite element method to discrete the MBE equation (1.1). Energy decay and mass conservation properties of the fully discrete scheme are discussed as well. In Section 4, we numerically demonstrate the accuracy of the proposed scheme and simulate the coarsening dynamics through some benchmark examples. Finally, we end the paper with a brief conclusion in Section 5.

## 2 The variational formulations of the MBE model (1.1)

We shall use the standard notation for Sobolev spaces $H^{i}$ and their associated norms $\|\cdot\|_{i}$ and seminorms $|\cdot|_{i}$ (see, e.g., [1]). In particular, $(\cdot, \cdot)$ is the $L^{2}$-inner product. Let

$$
H_{\mathrm{per}}^{i}(\Omega)=\left\{u \mid u \in H^{i}(\Omega) \text { with periodic boundary condition }\right\}, \quad i=1,2,
$$

and

$$
L^{2}(0, T ; X)=\left\{v:(0, T) \rightarrow X,\|v\|_{L^{2}(0, T ; X)}=\left(\int_{0}^{T}\|v\|_{X}^{2} d t\right)^{\frac{1}{2}}<\infty\right\} .
$$

For the periodic boundary conditions, the variational formulation of the MBE equation is to find $u \in L^{2}\left(0, T ; H_{\text {per }}^{2}\right)$ such that

$$
\begin{equation*}
\left(\frac{\partial u}{\partial t}, v\right)+\epsilon(\Delta u, \Delta v)+\left(\left(|\nabla u|^{2}-1\right) \nabla u, \nabla v\right)=0, \quad \forall v \in H_{\mathrm{per}}^{2} . \tag{2.1}
\end{equation*}
$$

To deal the Neumann boundary conditions $\partial_{\mathbf{n}} u=\partial_{\mathbf{n}} \Delta u=0$, we apply Nitsche's technique [30] to impose the Neumann boundary condition $\partial_{\mathbf{n}} u=0$ weakly on the variational
formulation. We introduce a bilinear form

$$
\begin{gather*}
a(w, v)=\int_{\Omega} \Delta w \Delta v d z-\int_{\partial \Omega} \Delta w \partial_{\mathbf{n}} v d s-\int_{\partial \Omega} \partial_{\mathbf{n}} w \Delta v d s \\
+\gamma \int_{\partial \Omega} \partial_{\mathbf{n}} w \partial_{\mathbf{n}} v d s, \quad \forall v, w \in H^{2}(\Omega), \tag{2.2}
\end{gather*}
$$

with $\gamma$ is a positive stability parameter.
Now we claim that the weak solution of (1.1) is a function $u \in H^{2}(\Omega)$ that satisfies the variational equation

$$
\begin{equation*}
\left.\left(\frac{\partial u}{\partial t}, v\right)+\varepsilon a(u, v)+\left(|\nabla u|^{2}-1\right) \nabla u, \nabla v\right)=0, \quad \forall v \in H^{2}(\Omega) . \tag{2.3}
\end{equation*}
$$

In fact, on one hand, we get immediately that $u$ satisfies (2.3) provided that $u \in H^{2}(\Omega)$ is the solution of (1.1). On the other hand, if $u \in C^{4}(\Omega)$ and $u_{t} \in C(\Omega)$ satisfying (2.3), then by applying the basic technology of integration by parts, we have

$$
\begin{align*}
& \left.\left(\frac{\partial u}{\partial t}+\varepsilon \Delta^{2} u-\nabla \cdot\left(|\nabla u|^{2}-1\right) \nabla u\right), v\right)-\varepsilon \int_{\partial \Omega} \partial_{\mathbf{n}} u \Delta v d s \\
& \quad+\varepsilon \gamma \int_{\partial \Omega} \partial_{\mathbf{n}} u \partial_{\mathbf{n}} v+\int_{\partial \Omega}\left(-\varepsilon \nabla \Delta u+\left(|\nabla u|^{2}-1\right) \nabla u\right) \cdot \mathbf{n} v d s=0 \tag{2.4}
\end{align*}
$$

Choosing $v \in C_{0}^{\infty}(\Omega)$ in (2.4), we deduce that

$$
\frac{\partial u}{\partial t}+\varepsilon \Delta^{2} u-\nabla \cdot\left(|\nabla u|^{2}-1\right) \nabla u=0
$$

As a consequence, the Eq. (2.4) becomes

$$
-\varepsilon \int_{\partial \Omega} \partial_{\mathbf{n}} u \Delta v d s+\varepsilon \gamma \int_{\partial \Omega} \partial_{\mathbf{n}} u \partial_{\mathbf{n}} v+\int_{\partial \Omega}\left(\varepsilon \partial_{\mathbf{n}} \Delta u+\left(|\nabla u|^{2}-1\right) \partial_{\mathbf{n}} u\right) v d s=0, \quad v \in H^{2}(\Omega)
$$

Due to the arbitrariness of $v \in H^{2}(\Omega)$ in the above equation, we obtain that

$$
\partial_{\mathbf{n}} u=\partial_{\mathbf{n}} \Delta u=0
$$

which implies that $u$ is the strong solution of (1.1). Therefore, the weak formulation (2.3) is a variational formulation of (1.1).

Remark 2.1. When using the penalty method or Lagrange multiplier method, one usually deals the Neumman boundary condition $\partial_{\mathrm{n}} u=0$ by imposing it into the solution space directly. Correspondingly, one also requires the function in the approximate space "strongly" satisfy this Neumann boundary condition. Here, using the Nitsche's technique, the Neuwmann boundary condition is "weakly" imposed in the variational formulation, so that the standard linear finite element space can be chosen as our discrete solution space.

## 3 A recovery based linear finite element method

In this section, we design a recovery-technique-based finite element method for the MBE equation (1.1). We first give the recovery technique. Next, we explain how to discretize (1.1) in a linear finite element space.

### 3.1 A Hessian recovery operator in linear finite element spaces

Let $\mathcal{T}_{h}$ be a triangulation of the domain $\Omega$ with mesh-size $h$. We use $\mathcal{N}_{h}$ and $\mathcal{E}_{h}$ to denote the set of vertices and edges of $\mathcal{T}_{h}$. We denote by $V_{h}$ the standard $\mathcal{P}_{1}$ finite element space according to $\mathcal{T}_{h}$

$$
V_{h}:=\left\{v_{h} \in H^{1}(\Omega),\left.v_{h}\right|_{K} \in \mathcal{P}_{1}, \forall K \in \mathcal{T}_{h}\right\},
$$

and

$$
V_{h}^{\mathrm{per}}:=\left\{v_{h} \in H_{\mathrm{per}}^{1}(\Omega),\left.v_{h}\right|_{K} \in \mathcal{P}_{1}, \forall K \in \mathcal{T}_{h}\right\} .
$$

As known to all, the gradient of a function $v_{h} \in V_{h}$ is not well-defined on an edge $E \in \mathcal{E}_{h}$ and the second order derivative of a function $v_{h} \in V_{h}$ equals to 0 in each element $T \in \mathcal{T}_{h}$. Denote $V_{h}^{4}=\left\{\left(v_{i, j}\right)_{2 \times 2} \mid v_{i, j} \in V_{h}, i, j=1,2\right\}$ In the following, we propose the quadratic fitting method to calculate the approximate second order derivatives of $v_{h}$. In other words, we will define a Hessian recovery operator $H_{h}$ from $V_{h}$ to $V_{h}^{4}$ which maps a function $v_{h} \in V_{h}$ to $H_{h} v_{h} \in V_{h}^{4}$ so that $H_{h} v_{h}$ can be regarded as an approximation of the Hessian matrix of $v_{h}$ in some sense.

Obviously, $H_{h} v_{h}$ is completely determined by nodal values, consequently, it is sufficient to define the value $\left(H_{h} v_{h}\right)(z)$ for all $z \in \mathcal{N}_{h}$. For this purpose, we first construct a local patch $\mathcal{L}_{z}$ associated with $z$. Given a vertex $z \in \mathcal{N}_{h}$, the local patch $\mathcal{L}_{z}$ is a polygon surrounding the node $z$. It is constructed by the following strategy. The patch $\mathcal{L}_{z}$ is first composed of the elements ring surrounding the vertex $z$, To this ring of elements, enrich another ring which is consisted of element neighbors (sharing at least a vertex) of the first ring. Repeat the procedure until the patch contains at least six vertices. Over that patch $\mathcal{L}_{z}$, the sampling points are all vertices adjacent to elements of the patch $\mathcal{L}_{z}$.

Using the sampling points in $\mathcal{L}_{z}$, we fit a quadratic polynomial $p_{z}$ at the vertex $z$ in the following least-squares sense

$$
p_{z}=\arg \min _{p \in \mathbb{P}^{2}\left(\mathcal{L}_{z}\right)} \sum_{x \in \overline{\mathcal{L}_{z} \cap \mathcal{N}_{h}}}\left|p(x)-v_{h}(x)\right|^{2} .
$$

Then, the value of recovered Hessian at the node $z$ is defined by

$$
\left(H_{h} v_{h}\right)(z)=\left(\begin{array}{ll}
H_{h}^{x x} v_{h}(z) & H_{h}^{x y} v_{h}(z)  \tag{3.1}\\
H_{h}^{y x} v_{h}(z) & H_{h}^{y y} v_{h}(z)
\end{array}\right)=\left(\begin{array}{ll}
\frac{\partial^{2} p_{z}}{\partial x^{2}}(z) & \frac{\partial^{2} p_{z}}{\partial x \partial y}(z) \\
\frac{\partial^{2} p_{z}}{\partial y \partial x}(z) & \frac{\partial^{2} p_{z}}{\partial y^{2}}(z)
\end{array}\right) .
$$

By linear interpolation of nodal values, we have

$$
H_{h} v_{h}=\sum_{z \in \mathcal{N}_{h}} H_{h} v_{h}(z) \phi_{z} \in V_{h}^{4} .
$$

Clearly, the Hessian matrix function $H_{h} v_{h}$ satisfies the symmetric property $H_{h}^{x y}=H_{h}^{y x}$. Based on $H_{h}$, we define a recovery Laplacian operator $\Delta_{h}: V_{h} \rightarrow V_{h}$ as

$$
\begin{equation*}
\Delta_{h} v_{h}=H_{h}^{x x} v_{h}+H_{h}^{y y} v_{h} . \tag{3.2}
\end{equation*}
$$

Note that in the same way, we can recover the gradient of $v_{h}$ by letting

$$
\begin{equation*}
\left(G_{h} v_{h}\right)(z)=\nabla p_{z}(z), \quad \forall z \in \mathcal{N}_{h}, \tag{3.3}
\end{equation*}
$$

and

$$
G_{h} v_{h}=\left(G_{h}^{x} v_{h}, G_{h}^{y} v_{h}\right)=\sum_{z \in \mathcal{N}_{h}} G_{h} v_{h}(z) \phi_{z} \in V_{h}^{2} .
$$

Remark 3.1. On regular pattern uniform meshes, the recovery Laplacian operator $\Delta_{h}$ is the well-known five-point-finite-difference stencil of the Laplace operator, see $[16,46]$ for the details.

### 3.2 Time discretization for problem (1.1)

In this section, we utilize a first-order convex splitting scheme and a second-order CrankNicolson (CN) scheme to carry out the time discretization. The application of these two presented schemes to discrete MBE-type equations can be found in [5,47]. Let the time step size be $\Delta t=\frac{T}{N}, u^{0}(x)=u(x, 0)$, and $u^{n}(x) \approx u\left(x, t_{n}\right)$ with $t_{n}=n \Delta t, n=1,2, \ldots, N$.

The first-order convex splitting scheme for the MBE model (1.1) is of the form

$$
\begin{equation*}
\frac{u^{n+1}-u^{n}}{\Delta t}=-\varepsilon \Delta^{2} u^{n+1}+\nabla \cdot\left(\left|\nabla u^{n+1}\right|^{2} \nabla u^{n+1}-\nabla u^{n}\right), \tag{3.4}
\end{equation*}
$$

and the second-order CN scheme for the MBE model (1.1) reads as:

$$
\begin{equation*}
\frac{u^{n+1}-u^{n}}{\Delta t}=-\varepsilon \frac{\Delta^{2}\left(u^{n+1}+u^{n}\right)}{2}+\nabla \cdot \frac{\left|\nabla u^{n+1}\right|^{2}+\left|\nabla u^{n}\right|^{2}}{2} \frac{\nabla u^{n+1}+\nabla u^{n}}{2}-\frac{\Delta u^{n+1}+\Delta u^{n}}{2} . \tag{3.5}
\end{equation*}
$$

### 3.3 Fully discrete schemes for problem (1.1) with periodic boundary conditions

In this subsection, we present and discuss two schemes for problem (1.1) with periodic boundary conditions by using (3.4), (3.5), and (2.1).

The combination of (3.4) and Hessian recovery based linear element method lead to the following fully discretized scheme for (1.1).

Scheme 1: The Hessian recovery based linear element scheme with respect to Eq. (2.1) reads as: finding $\left\{u_{h}^{n}\right\}_{n \geq 1} \in V_{h}^{\text {per }}$ such that for $n=0,1, \ldots, N$,

$$
\begin{align*}
& \frac{1}{\Delta t}\left(u_{h}^{n+1}, v_{h}\right)+\varepsilon\left(\Delta_{h} u_{h}^{n+1}, \Delta_{h} v_{h}\right)+\left(\left|\nabla u_{h}^{n+1}\right|^{2} \nabla u_{h}^{n+1}, \nabla v_{h}\right) \\
= & \frac{1}{\Delta t}\left(u_{h}^{n}, v_{h}\right)+\left(\nabla u_{h}^{n}, \nabla v_{h}\right), \forall v_{h} \in V_{h}^{\text {per }}, \tag{3.6}
\end{align*}
$$

where $u_{h}^{0}=\mathcal{P}_{h} u_{0}$ and $\mathcal{P}_{n}$ is the $L^{2}$ projection operator on $V_{h}$.
The combination of CN approximation and Hessian recovery based linear element method lead to the following fully discretized scheme for (1.1).
Scheme 2: The Hessian recovery based linear element scheme with respect to (2.1) reads as: finding $\left\{u_{h}^{n}\right\}_{n \geq 1} \in V_{h}^{\text {per }}$ such that for $n=0,1 \cdots, N$,

$$
\begin{align*}
& \frac{1}{\Delta t}\left(u_{h}^{n+1}-u_{h}^{n}, v_{h}\right)+\epsilon\left(\frac{\Delta_{h} u_{h}^{n+1}+\Delta_{h} u_{h}^{n}}{2}, \Delta_{h} v_{h}\right) \\
& \quad+\left(\frac{\left|\nabla u_{h}^{n+1}\right|^{2}+\left|\nabla u_{h}^{n}\right|^{2}}{2} \frac{\nabla\left(u_{h}^{n+1}+u_{h}^{n}\right)}{2}, \nabla v_{h}\right)-\left(\nabla \frac{u_{h}^{n+1}+u_{h}^{n}}{2}, \nabla v_{h}\right) \\
& =0, \quad \forall v_{h} \in V_{h}^{\text {per }}, \tag{3.7}
\end{align*}
$$

where $u_{h}^{0}=\mathcal{P}_{h} u_{0}$ and $\mathcal{P}_{n}$ is the $L^{2}$ projection operator on $V_{h}$.
Remark 3.2. Note that both the Schemes 1 and 2 are nonlinear, it is not trivial to show their unique solvability. However, this unique solvability can be proved by the same arguments proposed in $[4,33]$.

In practice, the Schemes 1 and 2 should be calculated by using the Newton's iterative method. Note that in each iteration step of the Newton's method, the coefficient matrix of the resulting linear system is symmetric and positive definite, so the iteration solution in each Newton's iterative step is uniquely determined.

Next we will discuss the mass and energy law of the presented fully discrete schemes (3.6) and (3.7). We will first define discrete mass $M^{n}$ and energy $E^{n}$ of numerical solution $u_{h}$ at $t_{n}$ as follows:

$$
M^{n}:=\left(u_{h}^{n}, 1\right), \quad E^{n}:=\frac{\epsilon}{2}\left\|\Delta_{r} u_{h}^{n}\right\|_{0}^{2}+\frac{1}{4}\left\|\left|\nabla u_{h}^{n}\right|^{2}-1\right\|_{0}^{2}
$$

Theorem 3.1. The fully discrete scheme (3.6) is unconditionally energy-stable.
Proof. Choosing $v_{h}=u_{h}^{n+1}-u_{h}^{n}$ in Eq. (3.6) leads to

$$
\begin{align*}
& \frac{1}{\Delta t}\left\|u_{h}^{n+1}-u_{h}^{n}\right\|_{0}^{2}+\epsilon\left\|\Delta_{h} u_{h}^{n+1}\right\|^{2}-\epsilon\left(\Delta_{h} u_{h}^{n+1}, \Delta_{h} u_{h}^{n}\right) \\
& \quad+\left(\left|\nabla u_{h}^{n+1}\right|^{2} \nabla u_{h}^{n+1}, \nabla u_{h}^{n+1}-\nabla u_{h}^{n}\right)-\left(\nabla u_{h}^{n}, \nabla\left(u_{h}^{n+1}-u_{h}^{n}\right)\right)=0 . \tag{3.8}
\end{align*}
$$

Using the identity $-a b=(a-b)^{2} / 2-\left(a^{2}+b^{2}\right) / 2$, we have

$$
\begin{equation*}
-\left(\Delta_{h} u_{h}^{n+1}, \Delta_{h} u_{h}^{n}\right)=\frac{\left\|\Delta_{h} u_{h}^{n+1}-\Delta_{h} u_{h}^{n}\right\|^{2}}{2}-\frac{\left\|\Delta_{h} u_{h}^{n+1}\right\|^{2}+\left\|\Delta_{h} u_{h}^{n}\right\|^{2}}{2} \tag{3.9}
\end{equation*}
$$

Denote

$$
F_{+}(u)=\frac{1}{4}|\nabla u|^{4} \quad \text { and } \quad F_{-}(u)=-\frac{1}{2}|\nabla u|^{2} .
$$

By Taylor expansion and the fact that $F_{+}^{\prime \prime}(u) \geq 0$ and $F_{-}^{\prime \prime}(u) \leq 0$, there exist $\xi_{1}$ and $\xi_{2}$ such that

$$
\begin{aligned}
F_{+}\left(u_{h}^{n}\right)-F_{+}\left(u_{h}^{n+1}\right) & =F_{+}^{\prime}\left(u_{h}^{n+1}\right) \circ\left(u_{h}^{n}-u_{h}^{n+1}\right)+\frac{F_{+}^{\prime \prime}\left(\xi_{1}\right)}{2} \circ\left(u_{h}^{n+1}-u_{h}^{n}\right)^{2} \\
& \geq F_{+}^{\prime}\left(u_{h}^{n+1}\right) \circ\left(u_{h}^{n}-u_{h}^{n+1}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
F_{-}\left(u_{h}^{n+1}\right)-F_{-}\left(u_{h}^{n}\right) & =F_{-}^{\prime}\left(u_{h}^{n}\right) \circ\left(u_{h}^{n+1}-u_{h}^{n}\right)+\frac{F_{-}^{\prime \prime}\left(\xi_{2}\right)}{2} \circ\left(u_{h}^{n+1}-u_{h}^{n}\right)^{2} \\
& \leq F_{-}^{\prime}\left(u_{h}^{n}\right) \circ\left(u_{h}^{n+1}-u_{h}^{n}\right) .
\end{aligned}
$$

Substituting the above two inequalitties into (3.8), we have that

$$
\begin{equation*}
\left(\left|\nabla u_{h}^{n+1}\right|^{2} \nabla u_{h}^{n+1}, \nabla u_{h}^{n+1}-\nabla u_{h}^{n}\right) \geq \int_{\Omega}\left(F_{+}\left(u_{h}^{n+1}\right)-F_{+}\left(u_{h}^{n}\right)\right) d x \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
-\left(\nabla u_{h}^{n}, \nabla\left(u_{h}^{n+1}-u_{h}^{n}\right)\right) \geq \int_{\Omega}\left(F_{-}\left(u_{h}^{n}\right)-F_{-}\left(u_{h}^{n+1}\right)\right) d x \tag{3.11}
\end{equation*}
$$

The identity (3.8) together with (3.9), (3.10) and (3.11) yields that

$$
\begin{aligned}
& \frac{\epsilon}{2}\left\|\Delta_{h} u_{h}^{n+1}\right\|^{2}+\frac{1}{4}\left\|\left|\nabla u_{h}^{n+1}\right|^{2}-1\right\|^{2} \\
\leq & \frac{\epsilon}{2}\left\|\Delta_{h} u_{h}^{n}\right\|^{2}+\frac{1}{4}\left\|\left|\nabla u_{h}^{n}\right|^{2}-1\right\|^{2}-\frac{1}{\Delta t}\left\|u_{h}^{n+1}-u_{h}^{n}\right\|_{0}^{2}-\frac{\epsilon\left\|\Delta_{h} u_{h}^{n+1}-\Delta_{h} u_{h}^{n}\right\|^{2}}{2} \\
\leq & \frac{\epsilon}{2}\left\|\Delta_{h} u_{h}^{n}\right\|^{2}+\frac{1}{4}\left\|\left|\nabla u_{h}^{n}\right|^{2}-1\right\|^{2},
\end{aligned}
$$

which derives the desired result $E^{n+1} \leq E^{n}$.
Theorem 3.2. The fully discrete scheme (3.7) is unconditionally energy-stable.
Proof. Choosing $v_{h}=u_{h}^{n+1}-u_{h}^{n}$ in Eq. (3.7), we have

$$
\begin{aligned}
& \frac{1}{\Delta t}\left\|u_{h}^{n+1}-u_{h}^{n}\right\|_{0}^{2}+\frac{\epsilon}{2}\left\|\Delta_{h} u_{h}^{n+1}\right\|^{2}-\frac{\epsilon}{2}\left\|\Delta_{h} u_{h}^{n}\right\|^{2} \\
& \quad+\frac{1}{4}\left(\left|\nabla u_{h}^{n+1}\right|^{4}-\left|\nabla u_{h}^{n}\right|^{4}, 1\right)-\frac{1}{2}\left\|\nabla u_{h}^{n+1}\right\|_{0}^{2}+\frac{1}{2}\left\|\nabla u_{h}^{n}\right\|_{0}^{2}=0
\end{aligned}
$$

which implies that

$$
\begin{aligned}
& \frac{\epsilon}{2}\left\|\Delta_{h} u_{h}^{n+1}\right\|_{0}^{2}+\frac{1}{4}\left(\left(\left|\nabla u_{h}^{n+1}\right|^{2}-1\right)^{2}, 1\right) \\
= & \frac{\epsilon}{2}\left\|\Delta_{h} u_{h}^{n}\right\|_{0}^{2}+\frac{1}{4}\left(\left(\left|\nabla u_{h}^{n}\right|^{2}-1\right)^{2}, 1\right)-\frac{1}{\Delta t}\left\|u_{h}^{n+1}-u_{h}^{n}\right\|_{0}^{2} \\
\leq & \frac{\epsilon}{2}\left\|\Delta_{h} u_{h}^{n}\right\|_{0}^{2}+\frac{1}{4}\left(\left(\left|\nabla u_{h}^{n}\right|^{2}-1\right)^{2}, 1\right),
\end{aligned}
$$

namely, $E^{n+1} \leq E^{n}$.
Theorem 3.3. The fully discrete schemes (3.6) and (3.7) are mass conservative in the discrete sense, i.e., $\left(u_{h}^{n+1}-u_{h}^{n}, 1\right)=0$.

Proof. Choosing $v_{h} \equiv 1$ in (3.6) and (3.7), and applying the properties $\Delta_{h} v_{h}=0$ and $\nabla v_{h}=0$, we obtain the desired result.

### 3.4 Fully discrete schemes for problem (1.1) with Neumann boundary conditions

In this subsection, we present and discuss two schemes for (1.1) with Neumann boundary conditions by using (3.4), (3.5), and (2.3).

Recalling the bilinear form $a_{h}(\cdot, \cdot)$ defined in (2.2), we first introduce the discrete bilinear form $a_{h}(\cdot, \cdot)$ of $a(\cdot, \cdot)$ in the linear finite element space $V_{h}$ as follows:

$$
\begin{gather*}
a_{h}\left(w_{h}, v_{h}\right)=\int_{\Omega} \Delta_{h} w_{h} \Delta_{h} v_{h} d z-\int_{\partial \Omega} \Delta_{h} w_{h}\left(G_{h} v_{h} \cdot \mathbf{n}\right) d s-\int_{\partial \Omega}\left(G_{h} w_{h} \cdot \mathbf{n}\right) \Delta_{h} v_{h} d s \\
+\gamma \int_{\partial \Omega}\left(G_{h} w_{h} \cdot \mathbf{n}\right)\left(G_{h} v_{h} \cdot \mathbf{n}\right) d s, \quad \forall w_{h}, v_{h} \in V_{h} . \tag{3.12}
\end{gather*}
$$

Based on the discrete bilinear form (3.12), we design a fully discrete scheme by combining the formulation (2.3) and the convex splitting method (3.4) for the MBE equation (1.1) as follow:
Scheme 3: The Hessian recovery based linear element scheme with respect to (2.2) reads as: finding $\left\{u_{h}^{n}\right\}_{n \geq 1} \in V_{h}$ such that for $n=0,1 \cdots, N$,

$$
\begin{align*}
& \frac{1}{\Delta t}\left(u_{h}^{n+1}, v_{h}\right)+\varepsilon a_{h}\left(u_{h}^{n+1}, v_{h}\right)+\left(\left|\nabla u_{h}^{n+1}\right|^{2} \nabla u_{h}^{n+1}, \nabla v_{h}\right) \\
= & \frac{1}{\Delta t}\left(u_{h}^{n}, v_{h}\right)+\left(\nabla u_{h}^{n}, \nabla v_{h}\right), \quad \forall v_{h} \in V_{h} \tag{3.13}
\end{align*}
$$

where $u_{h}^{0}=\mathcal{P}_{h} u_{0}$ and $\mathcal{P}_{h}$ is the $L^{2}$ projection operator on $V_{h}$.
The combination of CN approximation and the formulation (2.3) lead to the following fully discretized scheme for (1.1).

Scheme 4: The Hessian recovery based linear element scheme with respect to (2.2) reads as: finding $\left\{u_{h}^{n}\right\}_{n \geq 1} \in V_{h}$ such that for $n=0,1 \cdots, N$,

$$
\begin{align*}
& \frac{1}{\Delta t}\left(u_{h}^{n+1}-u_{h}^{n}, v_{h}\right)+\frac{\epsilon}{2} a_{h}\left(u_{h}^{n+1}, v_{h}\right)+\frac{\epsilon}{2} a_{h}\left(u_{h}^{n}, v_{h}\right) \\
& \quad+\left(\frac{\left|\nabla u_{h}^{n+1}\right|^{2}+\left|\nabla u_{h}^{n}\right|^{2}}{2} \frac{\nabla\left(u_{h}^{n+1}+u_{h}^{n}\right)}{2}, \nabla v_{h}\right)-\left(\nabla \frac{u_{h}^{n+1}+u_{h}^{n}}{2}, \nabla v_{h}\right) \\
& =0, \quad \forall v_{h} \in V_{h}, \tag{3.14}
\end{align*}
$$

where $u_{h}^{0}=\mathcal{P}_{h} u_{0}$ and $\mathcal{P}_{h}$ is the $L^{2}$ projection operator on $V_{h}$.
Theorem 3.4. The fully discrete schemes (3.13) and (3.14) are mass conservative in the discrete sense, i.e., $\left(u_{h}^{n+1}-u_{h}^{n}, 1\right)=0$.
Proof. Choosing $v_{h} \equiv 1$ in (3.13) and (3.14), and applying the properties $\Delta_{h} v_{h}=0$ and $\nabla v_{h}=0$, we obtain the desired result.

Remark 3.3. Our numerical results indicate that Schemes 3 and 4 preserve the energy decay property and have nice convergence properties. Unfortunately, we have not figured out a rigorous proof for the energy decay property of Schemes 3 and 4 . The difficulty preventing us from giving a proof similar to Theorems 3.2 and 3.3 resides in the fact that $G_{h} v_{h} \cdot \mathbf{n} \neq 0$ for any $v_{h} \in V_{h}$, and thus we couldn't bound the last three terms in the formula (3.12).

Remark 3.4. One can also use the penalty method and Lagrange multiplier method to deal with the Neumann boundary conditions. Unfortunately, our numerical results show that both these two methods are unstable.

Remark 3.5. In [17], Guo et al. proposed a gradient recovery based GRBL-FEM to solve biharmonic problems. This GRBL-FEM can be applied to solve the MBE model (1.1). In fact, we can first use the gradient recovery operator to obtain a new discrete Laplace operator $\tilde{\Delta}_{r}$ as

$$
\tilde{\Delta}_{r} u_{h}=\partial_{x} G_{h}^{x} u_{h}+\partial_{y} G_{h}^{y} u_{h} .
$$

Then by utilizing $\tilde{\Delta}_{r}$ to replace $\Delta_{r}$ in schemes (3.6), (3.13), (3.7) and (3.14), we obtain the GRBL finite element method for MBE model (1.1). Similar to the proofs of Theorems 3.23.4, we can also prove that GRBL-FEM method satsifies the properties of energy decay and mass conservation unconditionally. From our numerical experiments, we observe that the GRBL-FEM method also works. However, the GRBL-FEM usually requires a smaller temporal step than the HRBL-FEM.

## 4 Numerical experiments

In this section, we present several numerical examples to illustrate the robustness and accuracy of the presented numerical schemes. Here we adopt Newton's method to solve
the nonlinear equations at each time step. The tolerance for Newton's method is taken as $10^{-8}$.

For convenience, we denote different types of numerical errors by

$$
\begin{aligned}
& \mathrm{e}_{0}=\left\|u-u_{h}\right\|_{0, \Omega}, \quad \mathrm{e}_{1}=\left\|\nabla u-\nabla u_{h}\right\|_{0, \Omega}, \\
& \mathrm{e}_{1, r}=\left\|\nabla u-G_{h} u_{h}\right\|_{0, \Omega}, \quad \mathrm{e}_{2}=\left\|D^{2} u-H_{h} u_{h}\right\|_{0, \Omega}, \quad \mathrm{e}_{\Delta}=\left\|\Delta u-\Delta_{h} u_{h}\right\|_{0, \Omega},
\end{aligned}
$$

and use

$$
r=\frac{\log \left(e_{h} / e_{\frac{h}{2}}\right)}{\log (2)}
$$

to demonstrate the convergence orders.

### 4.1 Test of the accuracy

Example 4.1. In this example, we consider the following MBE problem

$$
\begin{array}{ll}
u_{t}=-\epsilon \Delta^{2} u+\nabla \cdot\left(\left(|\nabla u|^{2}-1\right) \nabla u\right)+f, & (x, t) \in \Omega \times(0, T), \\
u(x, 0)=u_{0}(x), & x \in \Omega, \tag{4.1b}
\end{array}
$$

with $\Omega=[0,2] \times[0,2], T=1, \epsilon=0.1$. Here the initial solution $u_{0}$ and the source term $f$ are chosen such that the exact solution is $u(x, y, t)=0.1 \exp (-t) \cos (\pi x) \cos (\pi y)$.

In order to test the accuracy in space, we fix the time step size $\Delta t=10^{-4}$ in (3.6) for periodic boundary condition to compute the numerical solution at $T=1$, and $\Delta t=10^{-6}$ in (3.13) for Neumann boundary conditions at $T=0.01$. Numerical errors with different spacial sizes are depicted in Tables 1-2, respectively. From these two tables, we observe that for both schemes, the $L^{2}$-norm errors converge with order 2 while the $H^{1}$-seminorm errors converge with order 1 which are both optimal for a linear finite element method. and the recovered $H^{1}$-seminorm error is superconvergent of $\mathcal{O}\left(h^{2}\right)$. We also observe that the recovered Laplace and Hessian obtained by (3.6) converge to exact ones with orders 2 and 1.5 respectively, while the convergence orders of both recovered operators obtained by (3.13) are reduced to 1.1. These numerical convergence orders are similar to those obtained in [46] for Cahn-Hilliard equations.

Besides, we also study the performance of the scheme (3.13) on a circular domain $\Omega=\left\{(x, y) \mid x^{2}+y^{2} \leq 1\right\}$. We choose the exact solution $u(x, y, t)=e^{-t}\left(x^{2}+y^{2}-1\right)^{4}$ and $f$ is computed accordingly. Numerical results are demonstrated in Table 3, in which shows that our method using linear elements captures optimal rates of $\mathcal{O}\left(h^{2}\right)$, without any loss of accuracy from the inexact approximation of curved boundaries.

Finally, we also test the convergence rate of the schemes (3.6) and (3.7) with respect to the time discretization in this example. We fix the spacial mesh size $h=0.01$ and 0.005 , respectively. The $L^{2}$-norm errors at $T=1$ with different time steps are shown in Table 5. As expected, the scheme (3.6) gives the accuracy $\mathcal{O}(\Delta t)$ and (3.7) gives the accuracy $\mathcal{O}\left(\Delta t^{2}\right)$.

Table 1: Spatial errors and convergence rates of scheme (3.6) for Test 4.1 with $\Delta t=10^{-5}$ at $T=1$.

| $h$ | $\mathrm{e}_{0}$ | $\mathrm{e}_{1}$ | $\mathrm{e}_{1, r}$ | $\mathrm{e}_{2}$ | $\mathrm{e}_{\Delta}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $2 / 16$ | $4.01 \times 10^{-3}$ | $4.08 \times 10^{-2}$ | $1.42 \times 10^{-2}$ | $7.80 \times 10^{-1}$ | $1.42 \times 10^{-1}$ |
| $2 / 32$ | $9.18 \times 10^{-4}$ | $1.72 \times 10^{-2}$ | $3.11 \times 10^{-3}$ | $2.65 \times 10^{-1}$ | $3.21 \times 10^{-2}$ |
| $2 / 64$ | $2.32 \times 10^{-4}$ | $8.23 \times 10^{-3}$ | $7.62 \times 10^{-4}$ | $9.18 \times 10^{-2}$ | $7.78 \times 10^{-3}$ |
| $2 / 128$ | $5.59 \times 10^{-5}$ | $4.01 \times 10^{-3}$ | $1.91 \times 10^{-4}$ | $3.22 \times 10^{-2}$ | $1.91 \times 10^{-3}$ |
| $2 / 256$ | $1.41 \times 10^{-5}$ | $2.01 \times 10^{-3}$ | $4.68 \times 10^{-5}$ | $1.11 \times 10^{-2}$ | $4.92 \times 10^{-4}$ |
| $r$ | 2.00 | 1.00 | 2.00 | 1.50 | 2.00 |

Table 2: Spatial errors and convergence rates of the scheme (3.13) for Test 4.1 with $\Delta t=10^{-6}$ at $T=0.01$.

| $h$ | $\mathrm{e}_{0}$ | $\mathrm{e}_{1}$ | $\mathrm{e}_{1, r}$ | $\mathrm{e}_{2}$ | $\mathrm{e}_{\Delta}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $2 / 16$ | $3.56 \times 10^{-2}$ | $9.56 \times 10^{-1}$ | $1.84 \times 10^{-1}$ | $2.39 \times 10^{-0}$ | $1.60 \times 10^{-0}$ |
| $2 / 32$ | $8.54 \times 10^{-3}$ | $4.45 \times 10^{-1}$ | $4.63 \times 10^{-2}$ | $9.89 \times 10^{-1}$ | $6.30 \times 10^{-1}$ |
| $2 / 64$ | $2.04 \times 10^{-3}$ | $2.18 \times 10^{-1}$ | $1.15 \times 10^{-2}$ | $4.12 \times 10^{-1}$ | $2.67 \times 10^{-1}$ |
| $2 / 128$ | $4.96 \times 10^{-4}$ | $1.08 \times 10^{-1}$ | $2.86 \times 10^{-3}$ | $1.80 \times 10^{-1}$ | $1.22 \times 10^{-1}$ |
| $2 / 256$ | $1.21 \times 10^{-4}$ | $5.40 \times 10^{-2}$ | $7.16 \times 10^{-4}$ | $8.25 \times 10^{-2}$ | $5.90 \times 10^{-2}$ |
| $r$ | 2.00 | 1.00 | 2.00 | 1.10 | 1.10 |

Table 3: Spatial errors and convergence rates of scheme (3.13) for Test 4.1 on a circular domain with $\Delta t=10^{-6}$ at $T=0.01$.

| Dof | $\mathrm{e}_{0}$ | $\mathrm{e}_{1}$ | $\mathrm{e}_{1, r}$ | $\mathrm{e}_{2}$ | $\mathrm{e}_{\Delta}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 545 | $5.73 \times 10^{-3}$ | $2.46 \times 10^{-1}$ | $5.21 \times 10^{-2}$ | $1.69 \times 10^{-0}$ | $1.81 \times 10^{-0}$ |
| 2113 | $1.66 \times 10^{-3}$ | $1.02 \times 10^{-1}$ | $1.82 \times 10^{-2}$ | $9.09 \times 10^{-1}$ | $9.11 \times 10^{-1}$ |
| 8231 | $4.13 \times 10^{-4}$ | $4.66 \times 10^{-2}$ | $5.27 \times 10^{-3}$ | $4.50 \times 10^{-1}$ | $4.56 \times 10^{-1}$ |
| 33025 | $1.02 \times 10^{-4}$ | $2.26 \times 10^{-2}$ | $1.47 \times 10^{-3}$ | $2.23 \times 10^{-1}$ | $2.27 \times 10^{-1}$ |
| 131585 | $2.52 \times 10^{-5}$ | $1.12 \times 10^{-2}$ | $4.00 \times 10^{-4}$ | $1.11 \times 10^{-1}$ | $1.13 \times 10^{-1}$ |
| $r$ | 2.00 | 1.00 | 1.85 | 1.00 | 1.00 |

Table 4: Spatial errors and convergence rates of scheme (3.7) for Test 4.1 with $\Delta t=10^{-3}$ at $T=1$.

| $h$ | $\mathrm{e}_{0}$ | $\mathrm{e}_{1}$ | $\mathrm{e}_{1, r}$ | $\mathrm{e}_{2}$ | $\mathrm{e}_{\Delta}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $2 / 16$ | $5.48 \times 10^{-3}$ | $3.28 \times 10^{-2}$ | $4.42 \times 10^{-2}$ | $7.80 \times 10^{-1}$ | $1.38 \times 10^{-1}$ |
| $2 / 32$ | $1.34 \times 10^{-4}$ | $1.61 \times 10^{-2}$ | $1.11 \times 10^{-2}$ | $2.65 \times 10^{-1}$ | $3.45 \times 10^{-2}$ |
| $2 / 64$ | $3.28 \times 10^{-4}$ | $8.03 \times 10^{-3}$ | $2.78 \times 10^{-3}$ | $9.18 \times 10^{-2}$ | $8.34 \times 10^{-3}$ |
| $2 / 128$ | $8.36 \times 10^{-5}$ | $4.02 \times 10^{-3}$ | $6.93 \times 10^{-4}$ | $3.22 \times 10^{-2}$ | $2.09 \times 10^{-3}$ |
| $2 / 256$ | $2.09 \times 10^{-5}$ | $2.01 \times 10^{-3}$ | $1.73 \times 10^{-4}$ | $1.11 \times 10^{-2}$ | $5.21 \times 10^{-4}$ |
| $r$ | 2.00 | 1.00 | 2.00 | 1.50 | 2.00 |

Table 5: Temporal errors and convergence rate by schemes (3.6) and (3.7) for Test 4.1 at $T=1$.

| $\Delta t$ | $10^{-1} / 2$ | $10^{-1} / 2^{2}$ | $10^{-1} / 2^{3}$ | $10^{-1} / 2^{4}$ | $r$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| scheme (3.6) | $5.5 \times 10^{-3}$ | $2.7 \times 10^{-3}$ | $1.4 \times 10^{-3}$ | $6.9 \times 10^{-4}$ | 1.0 |
| scheme (3.7) | $4.8 \times 10^{-3}$ | $1.1 \times 10^{-3}$ | $2.6 \times 10^{-4}$ | $6.8 \times 10^{-5}$ | 2.0 |

### 4.2 Coarsen process

In this subsection, we apply the numerical scheme (3.6) and (3.7) to simulate the MBE equation to show the coarsen process. Since the numerical results computed by the scheme (3.7) are similar to those by (3.6), we only report the numerical results obtained by (4.2). In the following examples, a reasonable time step $\Delta t$ should be controlled as order $\mathcal{O}(\epsilon)$.

Example 4.2. We consider the following one-dimensional epitaxial growth model suggested in [22,25]:

$$
\begin{array}{ll}
u_{t}=\left(u_{x}^{3}\right)_{x}-u_{x x}-\epsilon u_{x x x x}, & (x, t) \in[0,12] \times(0, T) \\
u(\cdot, t) \text { is 12-periodic, } & t \in(0, T) \\
u(x, 0)=0.1\left(\sin \frac{\pi x}{2}+\sin \left(\frac{2 \pi x}{3}\right)+\sin (\pi x)\right), & x \in[0,12] \tag{4.2c}
\end{array}
$$

In this example, we present some numerical results with vary $\epsilon$ to show the robustness and accuracy of the proposed algorithm. We set $\Delta t=\epsilon / 10$ and the numerical results including height $u_{h}(x, t)$, gradient $\partial_{x} u_{h}(x, t)$ and evolution of the energy are demonstrated in Figs. 1-3.

We set $\epsilon=0.1$ and $T=200$, the numerical results obtained by $(h, \Delta t)=(12 / 128,0.01)$ and $(h, \Delta t)=(12 / 256,0.005)$ are presented in Fig. 1. Then we set $\epsilon=0.01$ and $T=500$ and Fig. 2 gives the results of $(h, \Delta t)=(12 / 256,0.001)$ and $(h, \Delta t)=(12 / 512,0.0005)$. Finally, we take $\epsilon=0.001$ and $T=1000$ and Fig. 3 presents the results of $(h, \Delta t)=(12 / 512,0.0001)$ and $(h, \Delta t)=(12 / 1024,0.00005)$. The little difference between the two lines in Figs. 1-3 indicates that the proposed methods are stable and credible. As we can see from Fig. 1(c), Fig. 2(c) and Fig. 3(c), the energy decays. From Fig. 1(b), Fig. 2(b) and Fig. 3(b), we also observe that the gradient is controlled in the interval $[-1,1]$ and steady states present more waves with a decrease of $\epsilon$, which are in good agreement with [25].


Figure 1: Example 4.2: the results of (a) height: $t=200$, (b) gradient: $t=200$ (c) energy: $0<t<200$ in the case $\epsilon=0.1$ obtained with $(h, \Delta t)=(12 / 128,0.01)$ (solid line) and $(h, \Delta t)=(12 / 256,0.005)$ (dashed line).


Figure 2: Example 4.2: the results of (a) height: $t=500$, (b) gradient: $t=500$ (c) energy: $0<t<500$ in the case $\epsilon=0.01$ obtained with $(h, \Delta t)=(12 / 256,0.001)$ (solid line) and $(h, \Delta t)=(12 / 512,0.0005)$ (dashed line).


Figure 3: Example 4.2: the results of (a) height: $t=1000$, (b) gradient: $t=1000$, (c) energy: $0<t<1000$ in the case $\epsilon=0.001$ obtained with $(h, \Delta t)=(12 / 512,0.0001)$ (solid line) and $(h, \Delta t)=(12 / 1024,0.00005)$ (dashed line).

Example 4.3. We consider the two-dimensional MBE model (1.1) with $2 \pi$-periodic boundary condition and parameter $\epsilon=0.1$. The initial condition is given by

$$
u_{0}(x, y)=0.1 \sin (3 x) \sin (2 y)+\sin (5 x) \sin (5 y) .
$$

This example has been discussed in $[22,32,35,47]$ to study the nonlinear instability of the solution. Here we use the recovered finite linear element method to solve this problem. We set $h=2 \pi / 100$ and $\Delta t=10^{-3}$, the solution contours obtained by scheme (3.6) at $t=0, t=0.05, t=2.5, t=5.5, t=8$, and $t=30$ are plotted in Fig. 4 , which agrees well with the published ones presented in $[22,35]$ by using Galerkin spectral approximations and mixed finite element method.

In this example, we also study the behavior of energy of the MBE growth model. We observe the typical phenomenon in coarsen process. That is, the energy drops quickly at the beginning, then it follows the rough-smooth-rough pattern, finally, it reaches the steady-state. The corresponding numerical results are demonstrated in Fig. 5. In addi-


Figure 4: Example 4.3: contour plots of the numerical solutions at $t=0,0.05,2.5,5.5,8,30$.


Figure 5: Example 4.3: the evolution of the energy.
tion, we define the roughness of the function $u_{h}^{n}$ by

$$
R^{n}:=R^{n}\left(u_{h}^{n}\right)=\left(\frac{1}{|\Omega|} \int_{\Omega}\left(u_{h}^{n}-\bar{u}_{h}^{n}\right)^{2} d x\right)^{\frac{1}{2}}, \quad \bar{u}_{h}^{n}=\frac{1}{|\Omega|} \int_{\Omega} u_{h}^{n} d x .
$$

and Fig. 6 gives the evolution of roughness, which is well consistent with the published results in [22,32,35,47].

Example 4.4. We consider the MBE model (1.1) with parameter $\epsilon=0.1$ on the domain $\Omega=[0,200] \times[0,200]$. The initial data $u_{0}$ is a random value by varying from -0.001 to 0.001 .


Figure 6: Example 4.3: the development of the roughness.
This example has been studied to verify the power laws for the energy evolution and the height growth during long time evolution in [25,33]. In this work, the free energy $F_{\text {free }}$ and height of the function $u_{h}^{n}$ are defined by

$$
\begin{aligned}
& F_{\text {free }}^{n}=\frac{1}{4}\left(\left|\nabla u_{h}^{n}\right|^{2}-1\right)^{2}+\frac{\epsilon}{2}\left|\Delta_{h} u_{h}^{n}\right|^{2}, \\
& H^{n}=\left(\frac{1}{|\Omega|} \int_{\Omega}\left(u_{h}^{n}\right)^{2} d x\right)^{\frac{1}{2}} .
\end{aligned}
$$

Since the evolution of rough requires a long time, we choose an adaptive algorithm proposed in [35]. In each step, the time step in scheme (3.6) is updated by the variation of energy. Let $\Delta t^{0}=\Delta t_{\min }, h=200 / 512$ and

$$
\Delta t^{n}=\max \left\{\Delta t_{\min }, \frac{\Delta t_{\max }}{\sqrt{1+\alpha\left|\left(E^{n}\right)^{\prime}\right|^{2}}}\right\},
$$

where $\alpha=10^{4}, \Delta t_{\min }=0.01, \Delta t_{\max }=0.5$ and

$$
\left(E^{n}\right)^{\prime}=\frac{E^{n}-E^{n-1}}{\Delta t^{n-1}}, \quad n=1,2, \cdots, N .
$$

The contour lines of the free energy $F_{\text {free }}$ at time $t=2000,10000,100000$ are presented in Fig. 7. As expected, the free energy is concentrated on the edges of the pyramidal structures. In Fig. 8, the decay of the energy is observed. In addition, we also present the development of the height. The figures in Fig. 9 are plotted on a log-to-log scale. It is observed that after the early stage of the rearrangement of the structure, the free energy and height nearly satisfy the power law $c t^{\gamma}$ with $\gamma=-1 / 3$ and $\gamma=1 / 3$, which matches the existing numerical results.

Example 4.5. In the last example, we consider the two-dimensional MBE model (1.1) with the Neumann boundary condition on a circular domain $\Omega=\left\{(x, y) \mid x^{2}+y^{2} \leq 1\right\}$, and


Figure 7: Example 4.4: contour plots of free energy at $t=2000,10000,100000$.


Figure 8: Example 4.4: (a): the development of the energy, (b): the development of the height.


Figure 9: Example 4.4: (a): $-\frac{1}{3}$-power low for the energy, (b): $\frac{1}{3}$-power low for the height.
parameter $\epsilon$ equals to 0.1 . The initial condition is given by

$$
u_{0}(x, y)=\left(x^{2}+y^{2}-1\right)^{2}
$$

We set $\Delta t=10^{-3}$, the solution contours obtained by the scheme (3.13) at $t=0, t=0.1$, $t=0.5, t=1, t=10$, and $t=30$ are plotted in Fig. 10, and the evolution of the energy is demonstrated in Fig. 11. We observe that the energy also drops very quickly at the be-


Figure 10: Example 4.5: contour plots of the numerical solutions at $t=0,0.1,0.5,1,10,30$.


Figure 11: Example 4.5: the evolution of the energy.
ginning, then follows a rough-smooth-rough pattern, and finally, reaches a steady state, which is consistent with the typical phenomenon of coarsening.

## 5 Conclusions

In this work, we apply the Hessian recovery based linear element method to solve the molecular beam epitaxy growth model with slope selection. We prove that the proposed method can capture the physical properties of energy decay and mass conserva-
tion. Meanwhile, numerical results reveal that our presented method is reliable and has the optimal convergence orders. In addition, we also simulate the coarsening dynamics process and observe the $1 / 3$ power law.

It may worth mentioning that the recovered method proposed in this work is more stable and efficient than the gradient recovered method presented in [17] to solve the MBE model. Compared to the Hessian recovery based method in this work, the gradient recovery based method requires a more strict condition on the time step to guarantee the convergence of Newton's iteration. Besides, numerical results indicate that our methods also perform very well for problems on the domain with curved boundaries, without any loss of accuracy from the inexact approximation of curved boundaries. Our methods can be naturally extended to solve time-fractional molecular beam epitaxy models.
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