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Abstract

L. R. Flatcher®l] has pointed out that how to best exploit any ifreedom of choice in regard to
the eigenvalues of a closed-loop system is an unsolved problem for robust pole assignment in control
system design. This paper suggests a numerical method to solve this problem, Numerical results show

that the method is feasibls.

§ 1. Introduction

Throughout thigspaper we shall use the same notational convention as in [T].

The following robust assignment problem has been investigated (Ref. [1], [2],
81, [7D): ,

Problem RPA. Given a real #Xn matrix A a real full rank nXm matrix
B(m<mn) and a set ¥ of n complex numbers Ay, A, **, An, closed under complex
conjugation, find a real mXn matrix F and a non-singular nXsn matrix X
satisiying

(A+BFYX =X, 1.1y

where A =diag (A1, Aa, ***, An), such that the eigenvalues Ay, Ag, ++*, A 0f A+BF are
as insensitive to perturbations in the matrix A+4-BF as possible.

This paper investigates an unsolved problem proposed by L. R. Fletcher™.

L. R. Fletcher has pointed out that in practice the eigenvalue spectrum {Ai,
Aa, ***, An} “is usually required to be contained in some region of the complex'
plane rather than to be precigsely some given complex numbers. Numerical
experimentation indicates that some eigenvalue gpecira are much more sensitive
than others to perturbations in A, B and ¥ so that choosing 4 to minimize this
sensitivity is an important practical issue about which virtually nothing is
known.” ([1, p. 169]) Hence, the problem of how to best exploit any freedoni of
choice in regard to the eigenvalue spectrum is well worth investigating.

The unsolved problem may be formulated as follows:

Problem RPA 1. Given a real nxXn matrix A, a real full rank nXm matrix
B(m{n), p segments &y, L, -, L, lying in the real axis R and regions .‘:’31,
Dg, +++, Dy of the complex plane C. Where

={$Eﬁ hirigéghisﬂ},! 5=11 2y oy D, (1'2}

gj= {z=§+‘iﬂ?€ﬁ:: ﬁj,l%g%#f,ﬂg pﬁjigﬂ'ﬁng.{-ﬂ}r j=1? 2.!' “".I g (1"3)
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and p+2¢=n, find » numbers Ay, Ag, ***, As, 2 Donsingular nXn matrix X and a
real m X n matrix F satisfying the equation (1.1) and

}\-;E.g?;, j’i, 2, e, D, (1.4)

a'p+i c @h ;\"ﬂ+a+5_ -}:‘ﬂ-l-h j’ 11 2! ==y ) | (1 . 5)

such that the eigenvalues Ay, Ag, *++, Ay 0f A+BF are as insensitive to perturbations
in the matrix A+ BF as possible.

Clearly, Problemm RPA and Problem RPA1 are both inverse algebraic
eigenvalue problems. | | -

The aim of this paper is to suggest a numerical method for solving Problem
RPA1l. For simplicity we consider only the case where the pair (4, B) is
controllable ([1]) and p==. Moreover, for convenience we wriie

).;":\.; (tj) -——;\4,'1-[" (lj,g"l;,i) Bi]:lﬂ f;, 5" frj E R Vj. ' (1 » 6)

The idea and technique described in this paper may be used to solve Problems
RPA1 in the case of p<n. | -
The procedure of the numerical method for solving Problem RPA1 congisi of

two basie steps ([2], [7]):
Step A—X. Compute the decomposition

B pA |
B= (U, Ugﬂ>>(0), - x.7)

where (U, U{®) is a real orthogonal matrix and Z nonsingular;

Construct orthogonal bases comprised by the columns of matrices S;(;) and
8,(t,) for the space & (t) = A" (U " (A—M{#)I)) and its complement, P4y for
A () €7, J=1; 2, w&; W

Seleot veotors @;=8; ({) w; EF, (&), j=1, 2, ---, n such that X = (z1, %3, -, L)
is well-conditioned.

Step F. Find the mairix M =A+BF by solving MX =X A and compute F
explicitly from -

F=Z-10@" (M — 4). (1.8)

Obviously, to find a well-conditioned matrix X is the key of the above
mentioned procedure. In the next section we reduce the problem for finding &
well-conditioned matrix X fo an unconstrained optimization problem. In Section &
we deduce a formula of the gradient veotor for the objective funchion described in
Section 2, and in Section 4 we use the DFP algorithm to solve the unconstrained
optimization problem. Numerical resulis are given in Bection b.

§ 2. An Optimization Problem

Let :
X == (5171, Lgy, *°*y Ln), Y=X""= (yir Yz, **", ?}n), (2-1)
os= ||| oi} a1, =1, 2, +, m (2.2)
and
¢= (c1, Gz, ***y Cn)"s (2.3)

where



