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Abstra.ct

In th1s paper, ihe dlﬂ’erence methods :Eor mlvmg the inverse pmb]em nf g one—dlmensmnal
hyperbolic system of first oxder are discussed., Some difference schemes are constructed and

the convergence of these schemes is proved.

§ 1. Introduction and Summary

In [2], the inverse problem of a ﬂnedlmen910nal lmaar hyperbolm Bystem of
first order is discussed. This problem can be transformed into a semilinear initial-
value problem by using a relation obtained from the propagation of singularity.
The theorems of existence and stability are proved there. In this paper, we discuss
the difference methods for solving this inverse problem as a semilinear initial-value

problem.
Consider the following system

(G +e @ ai' -0,
i x>0, $>>0 (1.1)
3P (a:)
gt !
with the initial conditions
W{(w, 0)=P(z, 0)=0 (1.2)

and the boundary conditions
W0, 1) =0()+Wu(s),
{ (0, %) (2) o{?) (1.3)
The inverse problem is to determine W, P and ¢ satis{ying (1.1) and (1.2) from

the given data (1.8) and a given constant ¢(0), here we assume ¢(0) =1.
Set D=P+¢W and U=P—cW Then (1.1) becomes

oD _
""38(55) (-D U):

o 3“; 2>0, 1>0, (1.4)

U 20 —pa) (D-D),
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where
_ ¢ (=)
and the corresponding initial and boundary conditions become
D(z, 0) =T (z, 0) =0 (1.6)
and

D(G t) 23 (2) —!—Dn (t)
{U(O £) =Us(t), @7
where Do) =Po(2) +Wo(3), and Us(®) =Po(?) —Wo(32). So we need only o solve

(1.4) under the conditions (1.6) and (1.7). Obviously the solution of (1.4) with
(1.6) satisfies

D(z, t) ——;U(m, f) =0, for o>1>0. (1.8)

By the theory of propagation of singunlarity (see [6], Ch. 6), we can get the
important relation

Uz, ) =B@)oxp | B()ds, 50 (1.9)
and D can be decomposed as N |
By, 1= za(t—m)expj 3@)@-—}3@ 5, (1.10)

where D(z, ¢) has a dlscontmmty of the second kmd on z =4 (see A“ppend;lx)

Now we consider our problem only in the domain Sg,n={(z, %) |t>2,
0<z<<T}. Then the original inverse problem is transformed to the following
initial value problé:ﬁ:

gD , 8D _ -
2D + 20 _p@-(0-D),

oU _ 80 _ gy (D~
U _ 9 _g(z)-(D~T)

with the initial conditions (in the z—direction)
{D(ﬂ, ) = Do (%),
U(0, &) =Us(#),
where B(m) is determined by U(m m) B(m) exp j B(s)ds |
Set

(1.11)

(1.12)

ita) =exp [ BG) i (1.1%)
Then by (1.5), we have
d(z) =exp E-%—ds =2/ c(x),
i.e.  E _mm g
d?(z) =c(z).
On the other hand,



