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A new derwatmn is gwen for I.he Quotmnﬁ Smgulm; YalhiﬂDemmpmltmn (QSVD)
of matrix pair (A4, B) having the same number of columns. Certain properties of
the quotient singular values are prmred The relatmn betwcen the QSVD and the
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SVD is analyzed in some detail: -~ + 7 .4
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§1. Introduction

In this paper, we: will discuss some properties of the Quotient Singular Value De-
composition (QSVD) of a matrix pair (4, B). The QSVD was first proposed by Van
loan’®, who used the name the B- smg-ular value decomposition, and further generalized
by Paige and Saunders(t?], where the name the generahzed singular value decomposition
was used. We adopt in this paper the name QSVD in accordance with the standardized
nomenclature proposed in [5]. Numerical algorithms for computing the QSVD were de-
veloped in [10], [15], [19]). Pa.rallel unplementatmns can be found in [1]. There are
quite a few papers discussing apphcatmns of the QSVD, for example [3], [9], [11}, {14],
[17]. As pointed out by Speiser, the QSVD together with matrix-vector multlphcatmn,
orthogonal triangular decamposltmn (QR decomposition) and the SVD forms the core
linear algebra operations reqmred in most signal processmg.,.pmblemﬁ [13]. Despite all
those efforts, there are still some questlms associated with the QSVD that deserve
further investigation. This paper will analyze some theoretical problems concerning
the QSVD: in Section 2, we give a new constructive proof of the QSVD, which, when
properly adapted, forms a basis of a rinmerical algorithm for computing the QSVD’J
In Section 3, we propose an algorithm for computing the orthonormal basis of the max-
imal common row space of two matncgs having the same number of columns, and we
will show how this problem is mtunately connected with the QSVD; we also touch on
the pmhlem of computmg the orthono:m:lal basis Of the ma::lmal common row space of
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an arbitrary number od matrices; in Sectlon 4, we generahze the Eckart- chng—lv[lrsky

matrix approximation theorem to handle the case of the quotient smgula.r values; in
Section 5, we analyze the relation between the QSVD and the SVD in some detaii
A certain form of generalized inverse of ma.tnces generated by the QSVD will also be
discussed. ' it

Notation. We also use the following _abbreviations in this “paper:

B

Throughout the paper, matrices are' denoted by capitals, vectoss by lower case
letters. The symbol R™*" represents the set of m x n real matrices. || - | is the spectrum
norm and || - [|7 the Frobenius norm. Ahe identity matrix of order j is denoted by I;;
we will omit the subscnpt when the t':lunensmn is clear fmm the cnntext. A zero matrix
is denoted by O with w.u'mus dlmensmns _'We alsu adapt the foﬂ0m3 convention for
block matrices: whenever a dJmensmn mchcatmg mteger in a block ‘matrix is zero,
*the correspond.mg block row or column’ should be- onntted and all- dxpressmns and
equations in which a blac.'lc matrix of that block TOW Or bluck cnlumn appears can be

discarded.

ra = rank(A), rp=rank(B), r4sp = rank (A) .

,52. A New Constructive Proof of the QSVD

In this section, we will give a constructive proof of the QSVD using the SVD and
the Gaussian elimination techmque The presentatmn of the theorem is a dual and
slightly generalized version of Theorem 2.3 in [11], where the case of two matrices
having the same number of rows is dxscussed The techniques used in our proof are
quite different from those in [12] and {18]. Extension of the techniques to handle the
case of matrix triplets can be found in [20]. As a further generalization in (6] we have
provided a systematic and unified treatment for a tree of generalizations of the SVD
for any number of matrices with compat:tble dimensions. |

Theorem 2.1. Let A€ R™ " and B ¢ RPX™ Kave the same number of mlumns
Then there ezist orthogonal matﬂces U,V. and Q such that

UTAQ = £A(L,0), VTBQ = 2p(L,0), (2.1)
with M. e
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C d'lag(af-i-h tﬂf'l'l)l | S = d.lag(ﬁ.-ﬂ,-ﬂaﬁ“)‘ _



