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Abstract
A characterization of linear symplectic Runge-Kutta methods, which is based
on the W -transformation of Hairer and Wanner, is presented. Using this charac-
terization three classes of high order linear symplectic'*Runge-Kuttﬁ niethﬂds‘ are
.+ - constructed. They include and extend known classes of high order linear symplectic
Runge-Kutta methods. . @ - A S o el S

1. Introduction

»

The present paper is a continuation of [13] where characterizations of symmetric and

- symplectic Runge-Kutta methods, based on the W-transformation of Hairer and Wan-
~ ner, were presented. 'Using the characterization of symplectic Runge-Kutta methods,
two classes of high order symplectic Runge-Kutta methods were constructed there. In
‘the present paper we shall discuss a characterization of linear symplectic Runge-Kutta
" methods, which is based on the W-transformation of Hairer and Wanner. Up to now
only symmetric one-step methods are found to be linear symplectic in the class of high
order one-step methods. We shall construct three classes of high order linear symplec-
tic Runge-Kutta methods, which include and extend known classes of high order linear
symplectic Runge-Kutta methods. In this paper we shall continue to use the notation

in [13].

It is well known that the sta.bility function of implicit Runge-Kutta methods may

- be written as

det{] — .zA + zeb?
¥ . R(z)—- (det(I—zA) )’ N | _(1'1)
ft 1R(z)=1+ sz.(_I . I I L B (1.1)

4

In [6] Feng has proved that the necessary and sufficient condition of ]Jnear symplectlc
- schemes is A s b de

. . R(2)R(-2) =1. (1.2)
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From [6] we can easily obtain that symmetnc Runge-Kutta methcrds are linear sym-
plectic. In [13] we have proved

Theorem 1.1. An s-stage RK-method with distinct nodes ¢; and bi # 0 satzsfymg

(}3} C( ) and D(Q withp 2 8 +§ 18 symmatm: if and only of -

a) Pc = e — c for the permutation matriz P,
b) the transformation mairiz X of the method ta,kes the following form

12~

having the residue matriz R, whose (k l) th element r;,; 0ifk -H is even, where the
(i, j)-th element of permutation matriz P, is the Kronecker Bipin e,
In [9] Hairer and Wanner have found. that the stability function in terms of the
transformed RK-matrix X = W AW can be expressed as -~ =
P (z) _ det(] — zX_+ ze;lelT)J |
 det(f - 2X)

(1.4) 4

or

R(z) =1+ ze{(f — zXY e, | (1. 4)Jr
that is, R(z) depends only on X and not on the underlying quadrature formula. Thus,

Theorem 1.1 mnd:ltmn b) shnuld be a chﬂ.raciénzatmn of linear symplectm Runge-Kutta.
methods, ‘which is based on the W-transformation of Hairer and Wanner. Note that

there e}usts a d]ﬁerence between the deﬁmtlon of transfﬂrmat 1011 matnces

Xt =WlAW

- X =WTBAW, :

but it is Ilﬂt essential. The two matrices are related by _:l
" X =wTBwx*. D (. 5)

In genera.l X and X* should possess 1dent1ca.l propertles We can obtain at least the -
following result :

Lemma 1.2. For the tmnsfommtwn matrmes specsﬁed by X* = W 1AW and
X = WTBAW respectively, if one of (X 6161) and (X* — ~—~elel T satisfies condition
b) in Theorem 1.1, then the other does also :f and only if the (k })-th element of matriz -

W*BW vanishes if k +1 is 0dd . Rt TR RO LR DR
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