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Abstract

This paper deals with the stability analysis of numerical methods for the solu-
tion of delay differential equations. We focus on the behaviour of three 8-methods
in the solution of the linear test equation u'(t) = A(t)u(t) + B(t)u(r(t)) with ()
and A(t), B(t) continuous matrix functions. The stability regions for the three
f-methods are determined.
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1. Introduction

1.1. The three f-methods
We deal with the numerical solution of the initial value problem:

{ W (t) = f(tult)u(r(t), t>to.

u(t) = ug(t), t < to. (L)

Here f,uq, T denote given functions with 7(¢) < ¢, whereas u(t) is unknown (for ¢ > tg).
With the so-called one-leg #-method, linear #-method and new 6-method, one can
compute approximations u, to u(t) at the gridpoint ¢, = tq + nh, where h > 0 denotes
the stepsize and n =1,2,3, - -.

The one-leg f-method was considered in [1, 2, 3, 4]

Upt1 = Uy + hf Oty + (1 = 0)ty, Ouyrr + (1 — Q)uy,
(7Ot + (1 — 0)t,))), n>0 (1.2a)

where 6 is a parameter, with 0 < 8 <1 specifying the method.
Further we define v/ (t) as follows:

u(t) = up(t), t <t

tpo1 —t t—t
uﬂw::lﬁﬁ——un+——ﬁﬂumH, t € (tn,tns1], n>0.
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The linear -method to problem of type (1.1) gives rise to the following formula

Ung1 =t + {OF (tns1, un g, w (7 (Eng1)) + (1= 0)f (tn, un, u"(7(ta)))}, m 20,

((1.2b))
which was considered in [1, 2, 4-7].
Finally,we consider the new #-method as follows:
Upt1 = Uy + hf Oty + (1 = 0)ty, Ouprr + (1 — Q)uy,
Ou"(7(tns1)) + (1 = O)u"(7(ta))), n >0, (1.2¢)
which was considered in [1].
1.2. The test problem
Consider the test problem
u'(t) = A(t)u(t) + B(t)u(T(t)), t> to, (1.3)
u(t) = up(t), t <ty. '

Here A, B : [ty,00) — C (d > 1), t — 7(t) > 79 (t > tg), 70 is a positive constant,
ug(t) is a known complex function for ¢ < #.
Applying (1.2a), (1.2b), (1.2¢) to (1.3) we have the following recurrence relations:

(I - ez(tn+0))un+l :(I + (1 - H)I(tn+0))un + 5(tn+6)y(tn+9)unfm(tn+g)+1
+ (1= 6(tn40))y(tn40)tn-m(t, ), (1 =m), (1.4a)
Here

T(tn+0)

(tnto) = = 7(tn+0),

tnes) = [L0)) 5(1,40) € 0.0)

m(tn+6) =n- 7q(thrG)a tntg = tn + Oh,
2(t) = hA(f), y(t) = hB(?).

(I - 9I(t"+1))u"+1 :(I + (1 - a)x(tn))un + Qy(tn+1)(6(tn+1)un+27m(tn+1)
+ (1 = 6(tn+1))Uns1-mt,sr)) + (1= 0)y(n) (6 (tn) U1 —m(sn)
+ (1= 600tn)tn—m(,)): n>m (1.4b)

and

(I = 0x(tnto))unt1 =(I + (1 — O)x(tnip))un + Qy(tn+6)(5(tn+1)un+27m(tn+1)
+ (1= 0(tnt1))Uns1—m(tnsr)) T (1 = ) y(tnte) (0(En)Unt1—m(tn)

+ (1 =6(tn))tn-—m(,)), n=>m. (1.4c)
Here, 6(t) = ? —r(t),r(t) = [%] 0<d(t) <1, m(t) = % —r(t).



