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Abstract

By making use of the quotient singular value decomposition (QSVD) of a matrix pair,
this paper establishes the necessary and sufficient conditions for the existence of and the
expressions for the general solutions of the linear matrix equation AXAT + BY BT = C

with the unknown X and Y , which may be both symmetric, skew-symmetric, nonnegative
definite , positive definite or some cross combinations respectively. Also, the solutions of
some optimal problems are derived.
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1. Introduction

It has been of interest for many authors to solve the linear matrix equations under con-
strained conditions. For the cases of one unknown matrix, such as AX = B or AXB = C, the
discussions can be seen in literatures [6,11,12,14,16] and [17]. The authors in [2,3,5,13] and [15]
considered the solutions of the following linear matrix equation with two unknown matrices

AXB + CY D = E, (1.1)

which originates from the applications to output feedback pole assignment problems in control
theory and from an inverse scattering problem. As special cases, Jameson and Kreindler (1973),
Jameson, Kreindler and Lancaster(1992), and Dobovisek (2001) developed the consistent con-
ditions and representations of the solutions of homogeneous equations

AX ± Y B = 0 (1.2)

with X or Y symmetric(Hermitian), nonnegative definite or positive definite and some cross
combinations respectively.

In this paper, we discuss the symmetric matrix equation

AXAT +BY BT = C (1.3)

with the unknown X and Y both symmetric, skew-symmetric, nonnegative definite , positive
definite or some cross combinations respectively, which has been studied in [3] for the case X
and Y are both symmetric by using the general singular value decomposition (GSVD).
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Let Rm×n denote the set of all real m× n matrices, SRn×n , ARn×n, SRn×n
0 , SRn×n

+ and
ORn×n are the sets of all real symmetric , skew-symmetric, symmetric nonnegative definite,
symmetric positive definite and orthogonal n× n matrices respectively. When the size is clear,
we also write A ≥ 0 or A > 0 to denote that A is symmetric nonnegative definite or symmetric
positive definite matrix, and A ≥ B(A > B) means A−B ≥ 0(A−B > 0). For A ∈ Rm×n, let
AT , A+ and R(A) be, respectively, the transpose, the Moore-Penrose inverse and the column
space of A. ‖ · ‖F stands for the Frobenius norm of a matrix, A ∗ B represents the Hadamard
product of A and B.

Let A ∈ Rm×n, B ∈ Rm×p, C ∈ Rm×m, S1 = SRn×n, S2 = SRn×n
0 ,S3 = SRn×n

+ , S4 =

ARn×n, T1 = SRp×p, T2 = SR
p×p
0 ,T3 = SR

p×p
+ , T4 = ARp×p, in the next sections the following

problems are considered.

Problem I. Given A,B and C, and let

Lij = {[X,Y ] : X ∈ Si, Y ∈ Tj , AXA
T +BY BT = C}, (1.4)

find the consistent conditions for Lij 6= ∅, and if the conditions hold, find the expression of
[X,Y ] ∈ Lij .

problem II. Find [X̂, Ŷ ] ∈ Lii, such that

∥

∥

∥[X̂, Ŷ ]
∥

∥

∥

F
=

[

‖X̂‖2
F + ‖Ŷ ‖2

F

]
1

2

= min . (1.5)

This paper is organized as follows. In section 2, we introduce some preliminaries and give
the solutions of Problem I and Problem II on L11. In section 3, we establish the solutions of
Problem I on L12 and L13 . In section 4, we provide the solutions of Problem I and Problem II
on L22, the solutions of Problem I on L23 and L33. Finally in section 5, we discuss the solutions
of Problem I and Problem II on L44.

2. Preliminaries and the Solution on L11

We first introduce two lemmas about nonnegative definite and positive definite matrices,
see [1], [8] and [18, p325].

Lemma 2.1. Given matrix H =

(

E F

F T G

)

with E ∈ Rn1×n1 , F ∈ Rn1×n2 , G ∈ Rn2×n2 ,

then the following statements are equivalent.

(i) H ≥ 0;

(ii) E ≥ 0, G− F TE+F ≥ 0 and R(F ) ⊆ R(E);

(iii) G ≥ 0, E − FG+F T ≥ 0 and R(F T ) ⊆ R(G).

Lemma 2.2. Given matrix H =

(

E F

F T G

)

with E ∈ Rn1×n1 , F ∈ Rn1×n2 ,G ∈ Rn2×n2 , then

the following statements are equivalent.

(i) H > 0;

(ii) E > 0, G− F TE−1F > 0;

(iii) G > 0, E − FG−1F T > 0.

The quotient singular value decomposition (QSVD) of a matrix pair [A,B] is stated as
follows(cf. [4]), compared with the GSVD, it has a simple form.

Lemma 2.3. Given two matrices A ∈ Rm×n, B ∈ Rm×p, the QSVD of [A,B] is

A = M
∑

AU
T , B = M

∑

BV
T , (2.1)


