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Abstract

In this paper, we present a numerical approach to a class of nonlinear reaction-

diffusion equations with nonlocal Robin type boundary conditions by finite difference

methods. A second-order accurate difference scheme is derived by the method of

reduction of order. Moreover, we prove that the scheme is uniquely solvable and

convergent with the convergence rate of order two in a discrete L2-norm. A simple

numerical example is given to illustrate the efficiency of the proposed method.
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1. Introduction

Reaction-diffusion equations with nonlocal boundary conditions have been given con-

siderable attention in recent years, and various methods have been developed for the treat-

ment of these equations (see [1-9]). Most of the discussions in the current literatures are

developed to the Dirichlet type nonlocal boundary conditions problem (see [10-17]), and

much less is given to the problem with nonlocal Robin type boundary conditions (see [18]).

The purpose of this article is to give a numerical treatment to a class of reaction-diffusion

equations with nonlocal boundary conditions by finite difference method. The system of

equations to be considered is as follows

∂ u

∂ t
=
∂

∂ x

�
a(x , t)

∂ u

∂ x

�
+ b(x , t)

∂ u

∂ x
+ f (u, x , t), 0< x < 1,0< t ≤ T, (1.1a)

a(0, t)
∂ u

∂ x
(0, t)−σ1(t)u(0, t) =

∫ 1

0

α(s)u(s, t)ds+ g1(t), 0≤ t ≤ T, (1.1b)

a(1, t)
∂ u

∂ x
(1, t) +σ2(t)u(1, t) =

∫ 1

0

β(s)u(s, t)ds+ g2(t), 0≤ t ≤ T, (1.1c)

u(x , 0) = ϕ(x), 0≤ x ≤ 1, (1.1d)
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where u is an unknown function, a, b, f , σ j, g j( j = 1,2), α, β and ϕ are given functions.

By the influence of Robin type boundary, it is not easy to derive a higher accurate

scheme. In [18], the author supposed a and b are independent of t and developed a non-

linear monotone iterative difference scheme of (1.1) using the method of upper and lower

solutions. However, the truncation error is only O (τ+ h), and the proof of convergence

is not provided. It is also noticed that the proofs of numerical methods in all the recent

articles including [18] use the conditions

‖α‖L1([0,1]) ≡
∫ 1

0

|α(s)|ds < 1, ‖β‖L1([0,1]) ≡
∫ 1

0

|β(s)|ds < 1. (1.2)

In this article, we develop a linear difference scheme by the method of reduction of order

(see [19,20]), and prove the difference scheme is uniquely solvable and of second order

rate of convergence in L2−norm by the energy method. In our proof, it is found that the

condition (1.2) is not necessary.

Throughout this article, we suppose that problem (1.1) has a unique smooth solution

u(x , t) ∈ C
(4,3)
x ,t (ΩT ), where (x , t) ∈ ΩT ≡ {0 ≤ x ≤ 1, 0 ≤ t ≤ T}. In addition, the

following basic conditions are always assumed: when | ǫi |≤ ǫ0, i = 1,2 and (x , t) ∈ QT ,

we have ��� f (u(x , t) + ǫ1, x , t)− f (u(x , t) + ǫ2, x , t)

��� ≤ c1 | ǫ1 − ǫ2 |, (1.3)

c0 ≤ a(x , t)≤ c1, | b(x , t) |≤ c1, | σ1(t) |≤ c1, | σ2(t) |≤ c1. (1.4)

where c0, c1 and ǫ0 are positive constants.

The outline of the article is as follows. In Section 2, a difference scheme for (1.1) is de-

rived and the finite difference system is tri-diagonal at each time level, which can be solved

by Thomas’ algorithm. In Section 3, it is proved that the difference scheme is uniquely solv-

able and of second order rate of convergence in L2−norm. Finally, a numerical example is

given to verify the validity of the analytic results.

2. Difference scheme

In order to approximate the boundary condition, we give some lemmas at first.

Lemma 2.1. ([21]) Let M be an integer, h= 1/M, and x i+ 1

2

= (i+ 1

2
)h, 0≤ i ≤ M − 1. If

g(x) ∈ C2[0,1], then

∫ 1

0

g(x)d x − h

M−1∑

i=0

g(x i+ 1

2
) =

1

24
h2

d2 g(x)

d x2

�����
x=η

, η ∈ (0,1).

Lemma 2.2. Let M be an integer, h= 1/M , x i = ih, 0 ≤ i ≤ M ; x i+ 1

2
= (i + 1

2
)h, 0 ≤ i ≤

M − 1. If f (x), g(x) ∈ C2[0,1], then
∫ 1

0

f (x)g(x)d x− h

2

M−1∑

i=0

f (x i+ 1

2
)
h

g(x i) + g(x i+1)
i
= O (h2).


