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Abstract. Recently, Li [16] introduced three kinds of single-hidden layer feed-forward
neural networks with optimized piecewise linear activation functions and fixed
weights, and obtained the upper and lower bound estimations on the approximation
accuracy of the FNNs, for continuous function defined on bounded intervals. In the
present paper, we point out that there are some errors both in the definitions of the
FNNs and in the proof of the upper estimations in [16]. By using new methods, we
also give right approximation rate estimations of the approximation by Li’s neural
networks.
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1 Introduction

Feed-forward neural networks (FNNS) have been investigated entensively and deeply
because of their universal approximation capbilities on compact input sets and approxi-
mation in a finite set. In the present paper, we deal with the FNNS with one hidden layer,
which can be mathematically expressed as

Nn (x) =
n

∑
j=0

cjσ
(〈

aj · x
〉
+ bj

)
, x ∈ Rs, s ∈N,

where for 0 ≤ j ≤ n, bj ∈ R are the thresholds, aj ∈ Rs are the connection weights,
cj ∈ R are the coefficients,

〈
aj · x

〉
is the inner product of aj and x, and σ is the activation
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function. In many fundamental network models, the activation function σ is usually
taken to be a sigmoidal function.

As we know, FNNS are universal approximators. Theoretically, any continuous func-
tion defined on a compact set can be approximated to any desired degree of accuracy
by increasing the number of hidden neurons. A lot of results concerning the existence
of an approximation and determining the number of neurons required to guarantee that
all functions (belong to a certain class) can be approximated to the prescribed degree of
accuracy, have been achieved by many authors (see [1-21] and [23-27]).

Let σ : R→ [0, c] be the ramp function defined by

σ(x) :=


0, x ≤ −µ0,
c, x ≥ µ0,
x + µ0

2µ0
c, −µ0 < x < µ0,

c ∈ R+, 0 < µ0 ≤
1
2

.

Define

ϕ1(x) := σ(x + µ0)− σ(x− µ0)

=


0, |x| ≥ 2µ0,(

1− 1
2µ0
|x|
)

c, |x| < 2µ0,

ϕ2(x) := σ(x + 2µ0)− σ(x− 2µ0)

=


0, |x| ≥ 3µ0,(

3
2
− 1

2µ0
|x|
)

c, µ0 < |x| < 3µ0,

c, |x| ≤ µ0.

Obviously, ϕ1(x) and ϕ2(x) are triangle function and trapezoidal function, respec-
tively. Furthermore, ϕ1(x) and ϕ2(x) are nonegative even functions, and are non-
increasing for x > 0. By using ϕj(x) as the activation functions, Li [16] introduced the
following single-hidden layer feed-forward neural network operators:

Nn,j( f , x) :=

n
∑

k=0
f (xk)ϕj

( 1
h (x− xk)

)
n
∑

k=0
ϕj
( 1

h (x− xk)
) , (1.1)

where xk = a + kh, k = 0, 1, · · · , n, are the uniform space nodes on the interval [a, d], with
h = d−a

n .
In [16], Li obtained the following approximation rate of Nn,j( f , x) for functions f (x) ∈

C[a, d]:
‖Nn,j( f )− f ‖ ≤ 4ω2 ( f , h) , n ∈ Z+, (1.2)


