
Communications
in

Mathematical
Research
26(1)(2010), 17–26

Asymptotic Distribution of a Kind of

Dirichlet Distribution∗

Chen Fei1 and Song Li-xin2

(1. Science College, Changchun University, Changchun, 130022)

(2. Mathematical College, Jilin Normal University, Siping, Jilin, 136000)

Communicated by Wang De-hui

Abstract: The Dirichlet distribution that we are concerned with in this paper is
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by using the central limit theorem and Slutsky theorem.
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1 Introduction

The Dirichlet distribution is a common multivariate distribution. It not only plays a very

important role in modern non-parameter statistics, but also serves as the conjugate priori

distribution of the multinomial distribution which is wildly used in Bayes statistics. As we

know, the limit distribution of the Beta distribution is a normal distribution (see [1]), and

the Dirichlet distribution is the multivariate form of the Beta distribution (see [2]). So it

is very important to investigate the asymptotic distribution of the Dirichlet distribution.

For the Dirichlet distribution in which all parameters are the same, we have obtained an

important conclusion (see [3]). But the Dirichlet distribution that we are concerned with

in this paper is very special, in which all parameters are different from each other. We

prove that the asymptotic distribution of this kind of Dirichlet distributions is still a normal

distribution by using the central limit theorem and Slutsky theorem.
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2 Main Result

Lemma 2.1
[4] Suppose that ξ1, ξ2, · · · , ξn, · · · are all i.i.d random vectors of dimen-

sion m(∈ Z+), ξ̄n =
1

n

m
∑

i=1

ξi, and N(x, µ,Σ ) denotes the value on x of the multivariate

normal distribution function with expectation µ and covariance matrix Σ. For E(ξj) = µ

and V ar(ξj) = Σ > 0, there is (vector form a < b expresses each of their corresponding

components satisfies the same inequality relation)

lim
n→∞

P{
√

n(ξ̄n − µ) < x} W−→ N(x, 0,Σ).

Lemma 2.2
[5] If {ξn} and {ηn} are all random variable sequences with (ξn, ηn)T L−→

(ξ, η)T , ζn
P−→ 0 and τn

P−→ 0, then (ξn + ζn, ηn + τn)T L−→ (ξ, η)T .

Theorem 2.1 Suppose that the random vector (Y1, Y2, · · · , Yn)T obeys the Dirichlet

distribution with parameters (α1, α2, · · · , αm, αm+1) satisfying

Yi ≥ 0,

m
∑

i=1

Yi ≤ 1, αi ≥ 1 (i = 1, 2, · · · , m + 1).

Particularly, when α1 = n1, α2 = n2, · · · , αm = nm, αm+1 = nm+1 (ni ∈ Z+), we denote

m+1
∑

k=1

nk = N . Given a matrix A and a vector C, if
nk

N
−→ γk when nk → ∞, where

γk ∈ (0, 1), k = 1, 2, · · · , m + 1, then

A[(Y1, Y2, · · · , Ym)T −C]
L−→ Z ∼ Nm(0, Σ),

where

A = (λij)m×m

with

λij =











N2

√

ni(N − ni)N
, i = j;

0, i 6= j,

i, j = 1, 2, · · · , m,

and

C =
(n1

N
,

n2

N
, · · · ,

ni

N
, · · · ,

nm−1

N
,

nm

N

)T

,

and Nm(0,Σ) is the m-dimensional normal distribution whose covariance matrix is

Σ = (σij)m×m =











1, i = j;

−
√

γiγj

(1 − γi)(1 − γj)
, i 6= j,

i, j = 1, 2, · · · , m.

Proof. (1) Suppose that X11, X12, · · · , X1n1
, · · · ; X21, X22, · · · , X2n2

, · · · ; · · · ; Xm1, Xm2,

· · · , Xmnm
, · · · ; Xm+1,1, Xm+1,2, · · · , Xm+1,nm+1

, · · · are all random variable sequences

with independent and identical distribution and obey the exponential type distribution:

Exp(1). Because Exp(1) is also Ga(1, 1) (see [6]), according to the countable additivity of

Γ -distribution, we know that niX̄i ∼ Γ (ni, 1), where

X̄i =
1

ni

ni
∑

j=1

Xij .


