Journal of Computational Mathematics, Vol.21, No.2, 2003, 183-188.

GENERALIZED NEKRASOV MATRICES AND APPLICATIONS*

Mingxian Pang Zhuxiang Li
(Dept. of Math. of Normal college, Beihua University, Ji Lin 132013, China)

Abstract

In this paper, the concept of generalized Nekrasov matrices is introduced, some prop-
erties of these matrices are discussed, obtained equivalent representation of generalized
diagonally dominant matrices.
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1. Introduction

In matrix computations, the investigation of Nekrasov matrices is both important in theory
and applications. The concept of generalized Nekrasov matrices is introduced in this paper.
Let the set of complex (real) n x n matrices be C"*"™(R"*™), and denoted:

ri(A) = lail, Vie<n>={1,2,...,n}
J#i
R;(A .
Ri(4) = ri(4), Ri4) = Clal 1)+ el 2 < <
j<i 7 j>i

Oé(A) = {’L e<n> | |a“| = Rl(A)}, ﬂ(A) = {’L e<n> | |0,“| = TZ(A)}
JQ(A) = {Z e<n> | |a“| > Rz(A)}, Jg(A) = {Z e<n> | |a“| > Tl(A)}

Va = {i1 <iy < ... <ip} C<n >, denote o/ =< n >\, A[a] is the principal submatrix
whose rows and columns are indexed by «, and A[a’] = A(a). Denote the directed graph of A
by I'(A), the sets V(A) and E(A) are called the vertex set and arc set, respectively.

Definition 1.1. Suppose A = (a;;) € C"*" satisfies

|aii| ZRZ(A), Vie<n> (].)

then A is called the weak Nekrasov matrix and denote A € Np; if all inequalities in (1) are
strict, then A is called the Nekrasov matrix and denote A € N; if there exists a permutation
matrix P such PAPT € N, then A is called the quasi-Nekrasov matrix and denote A € N;
if there exists a positive diagonal matrix X such AX € N, then A is called the generalized
Nekrasov matrix and denote A € N*; if < n >= a(A)UJy(A), Jo(A) # ¢ and for any i € a(A)
there exists a path in I'(A4) : i - 43 — ... = i, = j such j € J,(A), then A is called the
Nekrasov matrix with nonzero element chain and denote A € C'N.
Definition 1.2. Suppose A = (a;;) € C™*™ satisfies

|aii| Z’I"l(A), Vie<n> (2)

then A is called the diagonally dominant matrix and denote A € Dy; if all inequalities in (2)
are strict, then A is called strictly diagonally dominant matrix and denote A € D; if A € Dy,
Js(A) # ¢, and for any i € B(A) there exists a path in I'(4) : i - iy — ... = i, = j such
j € Ja(A), then A is called the diagonally dominant matrix with nonzero element chain and
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denote A € CD; if there exists a positive diagonal matrix X such AX € D then A is called the
generalized strictly diagonally dominant matrix and denote A € D*.
Clearly if a;; # 0(i €< n >) then Dy C Ny, D C N.

2. Results

Lemma 2.1. Let A = (a;;) € C"*™ N N, then there exist a positive diagonal matrix X
and a matrix B € CD such A = BX.
Proof. Without loss of generality assume r;(A) > 0 for Vi €< n >, (if not for example
r1(A) = 0, then only discuss A(1) € N). Denote
X, = diag(ri(A)/|an|,1,...,1), AX) = AW = (a!V)

L)

= diag(1,r>(AM)/|a%})], 1,. .., 1), AM Xy = A®) = (a?)

Xoo1 =diag(l,..., 1, 1 (A®2)/1a"72 | 1), A X, ; = A1 = (")

n—1ln—1 5]

Moreover denote X! = X1 X5...X,,_; = diag(dy,ds,...,d,_1,1). Then
d; = r;(AGD )/|a(Z Y= R(A)/|as| <1, 1<i<n-—1
where A©) = A. Therefore A1 = AX~! = (a{" V) satisfies

7/.7
|a(n 1)| =7 (A) = Rl(A) > rl(A(nfl))
ol V] = ra(AM) = Ry(4) > ry(A—D)

02 1] = a1 (A®2) = Ry 1(A) > 1y (AGD)

n—1ln—1
|a(n Y | = |ann| > Rn(A) = rn(A(nfl))

so A=Y € Dy and B(A"Y) #< n >. For first row of A=Y, since r(A=D) =37 .,
lai;j| dj + |ain], if there exists jo €< n — 1 > \{1} such a1, # 0, then r{ (A=) < r (4) =
|agrf—1)|, hence 1 ¢ B(AV). If a;; = 0,Vj €< n — 1> \{1}, then ay, # 0. Since |a(" b | =
r1(A) = |a1,] > 0 and n g B(AM™ V), so vertex 1 € B(A™ V) and vertex n are adjoin.

For second row of A1) since ry(A=1) = > jz2 lazjld; + |azn|, if there exists jo €<
n —1 > \{1,2} such asj, # 0, then rg(A("fl)) < Ry(A) = dylas| + Zy>2 las;| = |a22 1)|,
hence 2 € ﬂ( (n=1)), If az; = 0,Vj €< n— 1 > \{1,2}, then ro(A" V) = di|az | + az, =
Ry(A) = |a22 1)| ie. 2 € B(A=D). If ay # 0, then vertex 2 and vertex 1 are adjoin, and
vertex 1 either satisfies 1 & B(A"=1) or 1 € B(A=D) but is adjoin with vertex n ¢ B(AM"~1),
thus vertex 2 is adjoin with vertex in set < n > \B(A™ D). If ay; = 0, then must be ay, # 0,
hence vertex 2 and vertex n & B(A(™ 1) are adjoin. Therefore if vertex 2 € (A1) | then
there exists a path in T'(A4) such vertex 2 and some vertex of set < n > \B(A"~D) are adJ01n

In general, for any i €< n—1 > \{1}, by above deduction we have that vertices 1,2,...,i—1
either not belong in B(A™~1) or belong in B(A™V)) but there exists a path in F(A) such

these vertices are adjoin with vertices of set < n > \B(A(™ V). For i-th row of A1,
n—1

since 7;(AM=1) = Z laij|d;j + |ain|, if there exists i < jo < m — 1 such a;5, # 0, then
J#i
ri(AP=D) < R;i(A) = Z|ai]-|dj + Z|aij| = la{"” 1)|, hence i ¢ B(AMV). If a;; = 0

Jj<i j>i



