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Abstract

We obtain the optimal order of high-dimensional integration complexity in the quantum
computation model in anisotropic Sobolev classes W r

∞
([0, 1]d) and Hölder Nikolskii classes

Hr

∞
([0, 1]d). It is proved that for these classes of functions there is a speed-up of quantum

algorithms over deterministic classical algorithms due to factor n−1 and over randomized
classical methods due to factor n−1/2. Moreover, we give an estimation for optimal query
complexity in the class HΛ

∞
(D) whose smoothness index is the boundary of some complete

set in Z
d
+.
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1. Introduction

Quantum computers, whose basic operators are based on the theory of quantum mechanics,
equip with the amazing computational speed which is much faster than that of classical comput-
ers. The questions arisen by the powerful conceptual machines are studied in computer science
but seldom done in numerical analysis, see [4, 24, 14]. The pioneering work about the quantum
complexity for numerical problem was done by Novak, [19]. After that, a series of papers about
summation of sequences and multivariate integration of functions by Novak and Heinrich were
published, see [12, 10, 11]. In [25], Traub initially discussed the quantum complexity of path
integration.

In this paper, we continue the study of the problem of high-dimensional integration. Usually,
the need to understand the complexity of the problems in the deterministic and randomized
settings will help to judge the possible gains by quantum computation. In information-based
complexity theory, the complexity of integration problems is well known for classical function
classes. Recently, Fang and Ye [7] obtained the exact order of integration problem for anisotropic
Sobolev classes and Holder-Nikolskii classes in the classical deterministic and randomized set-
tings. Our goal is to study the complexity in the quantum computation model. Compared
to the known results of complexities for some anisotropic classes, we hope that there exists
an essential speed-ups under quantum computation similar to what happens for the classical
Sobolev classes.
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We obtain the optimal order of high-dimensional integration complexity in the quantum
computation model for anisotropic Sobolev classes W r

∞([0, 1]d) and Hölder Nikolskii classes
Hr

∞([0, 1]d). Our method is based on the discrete skill which is used in [11]. But we develop
some new skills to overcome the difficulties of anisotropy and weaker smoothness which arise
from the the study of our classes. For more details on the quantum setting for numerical
problems we refer to [10]. For general background on quantum computing we refer to the
surveys [8, 21] and to the monographs [16, 22].

We organize this paper as follows. In section two, we review the quantum computation
model. In section three, the integration problems in anisotropic classes are briefly introduced.
Moreover, we present the main results of our paper. Section four reviews some known results
which is used in the proof of theorems. Finally, the proof of the new results are presented in
section five.

2. Quantum Computation Model

In this section we introduce the quantum computation model. We start with adopting some
notations following [11, 19]. For nonempty sets Ω and K we denote the set of all function from
Ω to K by F(Ω, K). Let G be a normed space with scalar field K, which is either R or C, and
let S be any mapping from F to G, where F ⊂ F(Ω, R). we want to approximate S(f) for
f ∈ F by quantum computations. Denote

Z[0, N) := {0, . . . , N − 1}

for N ∈ N. Let Hm be m-fold tensor product of H1, two-dimensional Hilbert space over C,
and let {e0, e1} be two orthonormal basis of H1. An orthonormal basis of Hm, denoted by Cm,
consist of the vectors |l >:= ei0 ⊗ . . . ⊗ eim

(l ∈ Z[0, 2m−1)), where ⊗ is the tensor product,

ij ∈ {0, 1} and l =
∑2m−1

j=0 ij2
m−1−j . Let U(Hm) stand for the set of unitary operator on Hm.

Two mappings are defined respectively by

τ : Z → Ω and β : K → Z[0, 2m
′′

).

where for m, m′, m
′′

∈ N, m′+m
′′

≤ m and Z is the nonempty subset of Z[0, 2m′

). A quantum
query on F is give by a tuple

Q = (m, m′, m
′′

, Z, τ, β),

and the number of quits m(Q) := m. We define the unitary operator Qf for a given query Q
by setting for each f ∈ F

Qf |i > |x > |y >:=

{

|i > |x ⊕ β(f(τ(i))) > |y > if i ∈ Z,
|i > |x > |y > otherwise,

where set |i > |x > |y >∈ Cm := Cm′ ⊗ Cm′′ ⊗ Cm−m′−m′′ and denote addition modulo 2m
′′

by
⊕.

Let tuple A = (Q, (Uj)
n
j=0) denote a quantum algorithm on F with no measurement, where

Q is a quantum query on F , n ∈ N0 (N = N
⋃

{0}) and Uj ∈ U(Hm), with m = m(Q). For
each f ∈ F , we have Af ∈ U(Hm) with the following form

Af = UnQfUn−1 . . . U1QfU0.
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The number of queries is denoted by nq(A) := n . A quantum algorithm A : F → G with k
measurements is defined for k ∈ N by

A = ((Al)
k−1
l=0 , (bl)

k−1
l=0 , φ),

where Al(l ∈ Z[0, k)) are quantum algorithms on F with no measurements, b0 ∈ Z[0, 2m0) is a
fixed basis state with which A starts. for 1 ≤ l ≤ k − 1, apply the quantum operations to bl−1

and get a random state ζl−1. The resulting state ζl−1 is memorized and transformed into a new
basis state bl,

bl :
l−1
∏

i=0

Z[0, 2mi) → Z[0, 2ml),

where we denote ml := m(Al) and φ is a function

φ :

k−1
∏

i=0

Z[0, 2ml) → G.

Let nq :=
∑k−1

l=0 nq(Al) denote the number of queries used by A and (Af (x, y))x,y∈Cm
the matrix

of the transformation Af in the canonical basis Cm, Af (x, y) =< x|Af |y >. The output of A
at input f ∈ F will be a probability measure A(f) on G, defined as follows:

pA,f (x0, . . . , xk−1) = |A0,f (x0, b0)|
2|A1,f (x1, b1(x0))|

2

. . . |Ak−1,f (xk−1, bk−1(x0, . . . , xk−2))|
2.

Define A(f) by

A(f)(C) =
∑

φ(x0,...,xk−1)∈C

pA,f (x0, . . . , xk−1), ∀C ⊂ G.

The probabilistic error of A is defined as follows: Let 0 ≤ θ < 1, f ∈ F , let ξ be any random
variable with distribution A(f), and let

e(S, A, f, θ) = inf{ε ≥ 0 : P{‖s(f) − ξ‖ > ε} ≤ θ},

e(S, A, F, θ) = sup
f∈F

e(S, A, f, θ),

e(S, A, f) = e(S, A, f, 1/4),

and

e(S, A, F ) = e(S, A, F, 1/4).

The nth minimal query error is defined by

eq
n(S, F, θ) = inf{e(s, A, F, θ)} : A is any quantum algorithm with nq(A) ≤ n, n ∈ N0}

and the query complexity is defined for ε > 0 by

compq
ε(S, F ) = min{nq(A) : A is any quantum algorithm with e(S, A, F ) ≤ ε}.
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3. Integration

The main results are stated in this section. First, we recall some notation of function classes
on D = [0, 1]d. For r = (r1, . . . , rd) ∈ Nd and 1 ≤ p ≤ ∞, the anisotropic Sobolev classes
W r

p (D) are defined as follows

W r

p (D) :=
{

f ∈ Lp(D) : ‖f‖Lp(D) +

d
∑

j=1

‖f‖
L

rj
p

≤ 1
}

, (3.1)

where

‖f‖
L

rj
p

=
∥

∥

∥

∂rjf

∂x
rj

j

∥

∥

∥

Lp(D)
, j = 1, . . . , d .

For r = (r1, . . . , rd) ∈ Rd
+, a = (a1, . . . , ad) ∈ Nd and 1 ≤ p ≤ ∞, the Nikolskii classes Hr

p(D)
is defined by

Hr

p(D) :=
{

f ∈ Lp(D) : ωaj
(f, σj , D)p ≤ σ

rj

j , aj = [rj ] + 1, j = 1, . . . , d
}

, (3.2)

where

ωaj
(f, σj , D)p = sup

0≤hj≤σj

‖4
aj

hj
(f, t)‖Lp(D)

is the p-th modulus of smoothness of f at the j-th coordinate, 4
aj

hj
is the usual ajth forward

difference of step length hj with respect to tj , and [rj ] denoted by the integer part of rj . For
more details about anisotropic classes we refer to [13, 17, 23]. We introduce the notation

g(r) = (

d
∑

j=1

1

rj
)−1, (3.3)

which is a good measurement of average smoothness of anisotropy and plays an important role
in our error estimation. We define the integration operator Id : S(D) → R by

Id(f) =

∫

D

f(t)dt, (3.4)

where S denote W r
∞ or Hr

∞ or HΛ
∞. In the following, let e ∈ Nd = (1, 1, . . . , 1) and let

ej = (δi,j), the Kronecker notation. Denote the weak equivalence of two functions a(n) and
b(n), by a(n) � b(n), which means that for sufficiently large n there exist two positive constant
c1 and c2 such that c1b(n) ≤ a(n) ≤ c2b(n). The results of Norvak and Heinrich, see [19, 11],
imply the following theorem:
Theorem A. Let r, d ∈ N, 1 ≤ p < ∞ and assume rp > d, Then for all n ∈ N with n > 4

eq
n(Id, W

r·e
p ) � n− r

d
−1 · α ,

where

α :=







1 if 2 < p ≤ ∞,

(log log n)3/2 log log log n if p = 2,

(log n)2/p−1 if 1 ≤ p < 2.

We partially extend above results. Our main result is
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Theorem 3.1. Let F be one of the classes W r
∞(D) or Hr

∞(D). Then

eq
n(Id, F ) � n−g(r)−1.

Comparing this with the known recent results of Fang and Ye about the classes W and H ,
where they proved the optimal rate of convergence is n−g(r) while that of randomized algorithms
is n−g(r)−1/2, we find that there is a speed-up of quantum algorithms over deterministic classical
algorithm due to factor n−1 and a speed-up over randomized classical methods due to factor
n−1/2. Notice that the case of uniform norm is particularly interesting, since the integration
problem in this case is intractable in the worst case deterministic setting, see [1-3,20,7].

Moreover we state the result of integration problem for the generalized Hölder-Nikolskii
class as follow. Let us recall some definitions which we need from [6]. We consider a bounded
set Λ ∈ Z

d
+ to be complete, if α′ ∈ Λ when α ∈ Λ and α′ ≤ α. The boundary of Λ is defined by

∂Λ := {α : α /∈ Λ, and if α′ < α, then α′ ∈ Λ }, (3.5)

where α′ < α means that there exists at least one coordinate direction j such that α′
j < αj .

For α ∈ Zd
+, and σ = (σ1, . . . , σd) > 0, we define

∆α
σ(f, t) := ∆α1

σ1
· · ·∆αd

σd
(f, t),

and multivariate modulus of smoothness

ωα(f, σ, D)p := sup
0<h<σ

‖∆α
σ(f, t)‖p(D(α, σ)),

where

D(α, σ) := { t : (tj + sjαj)
d
1 ∈ D for all s ≤ σ, s ∈ R

d
+ }.

For Λ is a complete set, the generalized Hölder-Nikolskii class HΛ
p (D), which is a generalization

of the classical and anisotropic Hölder-Nikolskii class, is defined by

HΛ
p (D) :=

{

f ∈ Lp(D) : ωΛ(f, σ, D)p ≤
∑

α∈∂Λ

σα, α = (α1, . . . αd) ∈ ∂Λ
}

,

where σα =
∏d

j=1 σ
αj

j and ωΛ(f, σ, D)p =
∑

α∈∂Λ ωα(f, σ, D)p .

Theorem 3.2. Let F be the class HΛ
∞(D). Then there is a vector rΛ ∈ ∂Λ such that

eq
n(Id, F ) ≤ cn−g(rΛ)−1.

4. Some Auxiliary Results

In this section we cite some known results [12, 11] which will serve as building blocks in our
proof of theorems. We introduce a mapping Γ : F → F̃ which defined below. For κ, m∗ ∈ N

there are mappings

ηj : Ω̃ → Ω,

β : k → Z[0, 2m∗

),

% : Ω̃ × Z[0, 2m∗

)κ → K̃
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such that for f ∈ F and s ∈ Ω̃

(Γ(f))(s) = %(s, β ◦ f ◦ η0(s), . . . , β ◦ f ◦ ηκ−1(s)) . (4.1)

Therefore, we can receive a function f̃ = Γ(f) ∈ F̃ for f ∈ F . Using an already known and
reduced algorithm Ã on F̃ , we construct an algorithm A on F .
Lemma A. Given a mapping Γ : F → F̃ as in (4.6), a normed space G and a algorithm Ã
from F̃ to G, there is a quantum algorithm A from F to G with

nq(A) = 2κnq(Ã)

and for all f ∈ F
A(f) = Ã(Γ(f)).

Consequently, if S̃ : F̃ → G is any mapping and S = S̃ ◦ Γ, then for each n ∈ N0

eq
2κn(S, F ) ≤ eq

n(S̃, F̃ ) .

Lemma B. Let Ω, K and F ⊆ F(Ω, K) be nonempty sets, let k ∈ N0 and let Sl : F → R

(l = 0, . . . , k) be mappings. Define S : F → R by S(f) =
∑k

l=0 Sl(f) (f ∈ F ). Let
n0, . . . , nk ∈ N0.

(i) Assume θ0, . . . , θk > 0 and put n =
∑k

l=0 nl. Then

eq
n(S, F,

k
∑

l=0

θl) ≤

k
∑

l=0

eq
nl

(Sl, F, θl).

(ii) Assume v0, . . . , vk ∈ N satisfy
∑k

l=0 e−vl/8 ≤ 1/4. Put n =
∑k

l=0 vlnl. Then

eq
n(S, F ) ≤

k
∑

l=0

eq
nl

(Sl, F ).

Lemma C. Let S, T : F → G be any mappings, n ∈ N0 and assume that eq
n(S, F ) is finite.

Then the following hold:
(i) eq

n(T, F ) ≤ eq
n(S, F ) + supf∈F |T (f) − S(f)|.

(ii) If K = K and S is a linear operator from F(D, K) to G, then for all λ ∈ K

eq
n(S, λF ) = |λ| · eq

n(S, F ) .

Due to the need of next section, we introduce a known results about summation from [10].
Let the space LN

∞ consists of all functions f : Z[0, N) → R, equipped with the norm

‖f‖LN
∞

= max
0≤i≤N−1

|f(i)| .

A mapping SN from LN
∞ to R is defined by

SNf =
1

N

N−1
∑

i=0

f(i), (4.2)
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and B(LN
∞) denote the unit ball of LN

∞, which is the set of all functions f ∈ LN
∞ whose norm is

no more than one.

Theorem B. There is constant c such that for all n, N ∈ N with 2 < n ≤ cN ,

eq
n(SN ,B(LN

∞)) � n−1.

5. The Proof of Results

Our presentation is essentially based on ideas and methods developed for isotropic Sobolev
spaces. However, because of the anisotropy, several basic properties applied in the isotropic
setting so not hold or are different. Consequently, a series of arguments in the subsequent
analysis have to be adapted, replaced, and generalized.
Lemma D. Let Q be a rectangle with side length vector δ = (δ1, . . . , δd). Then for each
f ∈ L∞(Q) and a ∈ Nd there exists a polynomial g ∈ Pa with

‖f − g‖L∞(Q) ≤ cωa(f, δ, Q)∞,

where ωa(f, δ, Q)∞ =
∑d

j=1 ωaj
(f, δ, Q)∞ and Pa = span{xk : kj < aj , 1 ≤ j ≤ d}.

Lemma 5.1. For a ∈ Nd, let J be any quadrature rule on C(D) with bounded operator norm,
which is exact on Pa(D), i.e.,

Jg = Idg ∀g ∈ Pa(D). (5.1)

Then for f ∈ L∞(D) we have

|Idf − Jf | ≤ c · ωa(f, e, D)∞. (5.2)

Proof. Using Lemma D, we have

|Idf − Jf | ≤ inf
g∈Pa(D)

|Id(f − g) − J(f − g)|

≤ inf
g∈Pa(D)

max(‖Id‖, ‖J‖)‖f − g‖L∞(D)

≤ c · ωa(f, e, D)∞ .

(5.3)

The proof of Theorem 3.1. By means of imbedding relationship that W r
∞(D) is imbedded

into Hr
∞(D), denoted by W r

∞(D) ↪→ Hr
∞(D), see [17], it is only required to prove the upper

estimate bound for the class Hr
∞(D) and the lower bound for the class W r

∞(D).
First, we utilize the smoothness in different coordination direction to slip the cube D. For

P0 ∈ N0, let mj(k) = [2
P0

g(r)
rj ], j = 1, . . . , d, where P0 is sufficiently large such that satisfy

mj(k) > 1. According to the equation (3.4) we can find

d
∏

j=1

mj(k) � [2P0g(r) ˙∑d

j=11/rj ] � 2P0 . (5.4)

The cube D is divided into 2P0l congruent rectangle Tli of disjoint interior, i.e.

D =

2P0l−1
⋃

i=0

Tli.
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Let sli denote the point in Tli with the smallest Euclidean norm. We introduce the following
extension operator

Eli : F(D, R) → F(D, R)

by setting
(Elif)(s) = f(sli + (m−l

1 , . . . , m−l
d )T s), (5.5)

for f ∈ F(D, R) and s ∈ D. Now define

Jf =

κ−1
∑

j=0

bjf(tj) (f ∈ C(D)),

where bj ∈ R and tj ∈ D. For l ∈ N0, let

Jlf = 2−P0l

2P0l−1
∑

i=0

J(Elif)

= 2−P0l

2P0l−1
∑

i=0

κ−1
∑

j=0

bjf(sli + (m−l
1 , . . . , m−l

d )tj).

(5.6)

By Lemma 5.1 and the imbedding relationship Hr
∞ ↪→ C(D), we have for f ∈ Hr

∞(D)

|Idf − Jlf | = |Idf − 2−P0l

2P0l−1
∑

i=0

J(Elif)|

≤ 2−P0l
2P0l−1
∑

i=0

|Id(Elif) − J(Elif)|

≤ c · 2−P0l
2P0l−1
∑

i=0

ωa(Elif, e, D)∞.

(5.7)

Note that

ωaj
(Elif, ej , D)∞ = sup

0≤hj≤ej

ess sup
t∈Id

| 4
aj

hj ·m
−l
j

(f, sli + (m−l
1 , . . . , m−l

d )T t)|

= sup
0≤hj≤m−l

j
ej

ess sup
t∈Tli

| 4
aj

hj
(f, t)|

≤ cωaj
(f, m−l

j ej , D)∞

≤ |m−l
j |rj

≤ c2−P0g(r)l, .

(5.8)

Hence, we conclude that
|Idf − Jlf | ≤ 2−P0g(r)l . (5.9)

Let J ′f := (J1 − J0)f . Then

J ′f = 2−P0

2P0−1
∑

i=0

κ−1
∑

j=0

bjf(s1i + (m−1
1 , . . . , m−1

d )T tj) −

κ−1
∑

j=0

bjf(tj)

=

κ′−1
∑

j=0

b′jf(t′j)

(5.10)
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where

κ′ ≤ κ(2P0+1) . (5.11)

For l ∈ N0, set

J ′
lif = J ′(Elif) =

κ′−1
∑

j=0

b′jf(sli + (m−l
1 , . . . , m−l

d )T tj) (5.12)

J ′
l = 2−P0l

2P0l
−1

∑

i=0

J ′
li . (5.13)

Let us now recall the discretization techniques that has been developed in Heinrich [11]. We
approximate Idf by Jkf with the error bound n−g(r)−1 , however the node number required
by Jk might be much larger than n. We split Jk into Jk0 and J ′

l (l = k0, . . . , k − 1). In order
to reach the aim of further reduction, the computation of J ′

lf is replaced by that of the mean
of uniformly bounded sequences for proper Nl. We then estimate the error order by using the
known results.

From (5.13) and (5.12), we have that

J1(Elif) = 2−P0

2P0−1
∑

i0=0

κ−1
∑

j=0

J(E1i0 (Elif))

E1i0(Elif) = E1i0(f(sli + (m−l
1 , . . . , m−l

d )T tj))

= f(sli + (m−l
1 , . . . , m−l

d )T (s1i0 + (m−1
1 , . . . , m−1

d )T tj)).

Hence,

2−P0l
2P0l−1
∑

i=0

J1(Elif)

= 2−P0(l+1)
2P0l−1
∑

i=0

2P0−1
∑

i0=0

κ−1
∑

j=0

f(sli + (m−l
1 , . . . , m−l

d )T s1i0 + (m
−(l+1)
1 , . . . , m

−(l+1)
d )T tj).

Obviously, sli + (m−l
1 , . . . , m−l

d )T s1i0 is the point in Tl+1i with the smallest Euclidean norm.
We conclude that:

Jl+1f = 2−P0l
2P0l−1
∑

i=0

J1(Elif)

and hence

Jl+1f − Jlf = 2−P0l
2P0 l−1
∑

i=0

J ′
lif = J ′

lf . (5.14)

We can conclude that for k0, k ∈ N and k0 < k

Jk = Jk0 +

k−1
∑

l=k0

J ′
l . (5.15)
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Using the technique similar to that of (5.15), we have that

|Id(Elif) − J1(Elif)| ≤ c · 2−P0l
2P0 l−1
∑

i=0

ωa(E1i0Elif, e, D)∞

= c · 2−P0l
2P0 l−1
∑

i=0

2P0−1
∑

i0=0

d
∑

j=1

ωaj
(Elif, m−1

j ej , T1,i0)

≤ c · 2−P0g(r)(l+1) .

Therefore

max0≤i≤Nl−1 |J
′
lif | = max

0≤i≤Nl−1
|J ′(Elif)| = max

0≤i≤Nl−1
|J1(Elif) − J0(Elif)|

≤ max
0≤i≤Nl−1

(|(Id − J1)(Elif)| + |(Id − J0)(Elif)|)

≤ c · 2−P0g(r)(l+1) + 2−P0g(r)l

≤ c · 2−P0g(r)l .

(5.16)

For n ≥ max(κ, 5), let

k0 = blog(n/κ)/P0c, (5.17)

and

k = d(1 + 1/g(r))k0e. (5.18)

Therefore, we have 0 ≤ k0 < k and put Nl = 2P0l for k0 ≤ l < k. In order to define the mapping
Γl : Hr

∞(D) → LNl
p (D), we will introduce some required mappings. First of all, let us fix an

m∗ ∈ N with

2−m∗/2 ≤ k−12−g(r)kP0 (5.19)

and

2m∗/2−1 ≥ c, (5.20)

where the constant c comes from the inequality ‖f‖C(D) ≤ c‖f‖Hr

∞
(according to the imbedding

relationship Hr
∞(D) ↪→ C(D)). Therefore for f ∈ Hr

∞(D)

‖f‖C(D) ≤ 2m∗/2−1. (5.21)

Let the mapping ηlj (i) : Z[0, Nl) → D (j = 1, . . . , κ′ − 1) be

ηlj (i) = sli + (m−l
1 , . . . , m−l

d )T t′j , (5.22)

Define β : R → Z[0, 2m∗) by

β(z) :=







0 if z < −2m∗/2−1,

b2m∗/2(z + 2m∗/2−1)c if −2m∗/2−1 ≤ z < 2m∗/2−1,

2m∗

− 1 if z ≥ 2m∗/2−1,

(5.23)

and γ : Z[0, 2m∗

) → R by

γ(y) = 2−m∗/2y − 2m∗/2−1. (5.24)
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It is obvious that for −2m∗/2−1 ≤ z ≤ 2m∗/2−1,

γ(β(z)) ≤ z ≤ γ(β(z)) + 2−m∗/2. (5.25)

The mapping % : Z[0, 2m∗

)κ′

→ R is defined by

%(y0, . . . , yκ′−1) =

κ′−1
∑

j=0

b′jγ(yj). (5.26)

Since the needed tools are already provided, we give the expression of the compound mapping
Γl for f ∈ Hr

∞(D), i.e.,

Γl(f)(i) = %((β ◦ f ◦ ηlj (i))
κ′−1
j=0 ). (5.27)

Combining (5.19), (5.29), (5.33) and (5.34), we let x = sli + (m−l
1 , . . . , m−l

d )T t′j and easily
obtain

|J ′
lif − Γl(f)(i)| ≤

κ′−1
∑

j=0

|b′j ||f(x) − γ(β(f(x)))|.

By (5.32), (5.28)and (5.26),

|J ′
lif − Γl(f)(i)| ≤ 2−m∗/2

κ′−1
∑

j=0

|b′j | ≤ ck−12−g(r)kP0 . (5.28)

By (5.20) and (4.7), it is obvious that

|J ′
lf − SNl

Γl(f)| ≤ ck−12−g(r)kP0 , (5.29)

for all f ∈ Hr
∞(D). Using (5.23) and (5.35), we have

‖Γl(f)‖
L

Nl
∞

≤ ‖(J ′
li
f)Nl−1

i=0 ‖
L

Nl
∞

+ ‖Γl(f) − (J ′
li
f)Nl−1

i=0 ‖
L

Nl
∞

≤ c · 2−g(r)P0l.
(5.30)

We conclude that
Γl(H

r

∞(D)) ⊆ c2−g(r)P0lB(LNl
p ). (5.31)

Choose µ to satisfy the following condition

0 < µ < g(r)P0, (5.32)

and let
nl = d2P0k0−µ(l−k0)e, (5.33)

vl = d8(2 ln(l − k0 + 1) + ln 8)e, (5.34)

for l = k0, . . . , k − 1. A simple computation leads to

k−1
∑

l=k0

e−vl/8 < 1/4 . (5.35)
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For convenience, we set

ñ = n + 2κ′

k−1
∑

l=k0

vlnl. (5.36)

By (5.40) (5.41) (5.18) and (5.25),

ñ ≤ n + 2κ(2P0 + 1)2P0k0

k−k0−1
∑

l=0

d8(2 ln(l + 1) + ln 8)ed2−µle ≤ c2P0k0 .

Therefore, by (5.24),

ñ ≤ cn . (5.37)

Using Lemma C (i) and (5.16), we have

eq
ñ(Id, Hr

∞(D)) ≤ c2−g(r)P0k + eq
ñ(Jk, Hr

∞(D)). (5.38)

Since κ2P0k0 ≤ n,

eq
n(Jk0 , H

r

∞(D), 0) = 0. (5.39)

According to the Lemma B, (5.46), (5.43), (5.22) and (5.42), it is suffices to prove that

eq
ñ(Jk, Hr

∞(D)) ≤ eq
n(Jk0 , H

r

∞(D)), 0) + eq
ñ−n(Jk − Jk0 , H

r

∞(D))

≤

k−1
∑

l=k0

eq
2κ′nl

(J ′
l , H

r

∞(D)).
(5.40)

From (5.36), Lemma C, (4.38), and Lemma A, we have

eq
2κ′nl

(J ′
l , H

r
∞(D)) ≤ ck−12−g(r)P0k + eq

2κ′nl
(SNl

Γl, H
r
∞(D))

≤ ck−12−g(r)P0k + c2−g(r)P0leq
nl

(SNl
,B(LNl

∞ )).
(5.41)

Combining (5.45)-(5.48), we conclude

eq
ñ(Id, H

r

∞(D)) ≤ c2−g(r)P0k + c

k−1
∑

l=k0

c2−g(r)P0leq
nl

(SNl
,B(LNl

∞ )). (5.42)

According to (5.49), Theorem B, (5.40), (5.39) and (5.25), we estimate the error order that

eq
ñ(Id, Hr

∞(D)) ≤ c2−g(r)P0k +

k−1
∑

l=k0

c · 2−g(r)P0l · n−1
l

≤ c2−(g(r)+1)P0k0 + c2−(g(r)+1)P0k0

k−k0−1
∑

l=0

2−(g(r)P0−µ)l

≤ c · 2−(g(r)+1) log( n
κ

)

≤ c · n−g(r)−1.

(5.43)
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Now we prove lower bound, as mentioned above we only need to prove the class W r
∞(D).

Combine the method of Heinrich in [11] and the skill of treating anisotropy we have

cn−1 ≤ eq
2n(SN ,B(LN

∞)) ≤ cng(r)eq
n(Id, W

r

∞(D)) + ς,

here ς ∈ R+ can be made arbitrary small. Thus the lower bound immediately comes out. We
omit the details.
The proof of Theorem 3.2. The conclusion of Theorem 3.2 easily follows from Theorem
3.1. Actually, it follows from the definition of complete set Λ that for any l = (l1, . . . , ld) ∈ Λ
implies ljej ∈ Λ, j = 1, . . . , d, and then it follows from the definition of the boundary ∂Λ, there
is a unique d-dimensional vector rΛ = (r1, . . . , rd) satisfying rjej ∈ ∂Λ. This combines with
the definition of the Hölder-Nikolskii class implies the imbedding relationship

HΛ
∞(D) ↪→ HrΛ

∞ (D).

It follows from a result of Theorem 3.1 that

eq
n(Id, H

k

∞(D)) ≤ cn−g(rΛ)−1.

Thus we have the following estimate for the upper bound

eq
n(Id, H

Λ
∞(D)) ≤ eq

n(Id, H
rΛ
∞ (D)) ≤ n−g(rΛ)−1.

The proof of Theorem 3.2 is complete.
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