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Abstract

A novel collocation method for a coupled system of singularly perturbed linear equations

is presented. This method is based on rational spectral collocation method in barycentric

form with sinh transform. By sinh transform, the original Chebyshev points are mapped

into the transformed ones clustered near the singular points of the solution. The results

from asymptotic analysis about the singularity solution are employed to determine the

parameters in this sinh transform. Numerical experiments are carried out to demonstrate

the high accuracy and efficiency of our method.
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1. Introduction

In this paper, we consider a coupled system ofm ≥ 2 singularly perturbed linear equations in

the unknown vector function u = (u1, · · · , um)T . This system is coupled through its convective

and reactive terms:

L u := −εu′′ −B(x)u′ +A(x)u = f , (1.1)

and it satisfies the boundary conditions

u(0) = b0, u(1) = b1. (1.2)

Here A = (aij) and B = (bij) arem×mmatrices whose entries are assumed to lie in C2[0, 1], and

ε > 0 is a small diffusion parameter whose presence makes the problem singularly perturbed.

We assumed that f = (f1, · · · , fm)
T ∈

(

C2[0, 1]
)m

, both b0 = (b01, · · · , b0m)
T

and b1 =

(b11, · · · , b1m)
T
are constant vectors.

Coupled systems do appear in many applications , notably turbulent interaction of waves

and currents [1], diffusion processes in electroanalytic chemistry [2], optimal control and cer-

tain resistance-capacitor electrical circuits [3], etc. Compared to single-equation singularly

perturbed problems, coupled systems can model more complicated physical phenomena.

If B ≡ 0 in (1.1), the system is said to be of reaction-diffusion type. Shishkin [2] established

finite difference method on a piecewise uniform mesh for the case m = 2; the results about the

stability, convergence and error estimate for Shishkin’s method, can be found in Madden [4],

Linβ [5, 6], Matthews [7]. Stephens [8] proposed a parameter-uniform overlapping Schwarz
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method and Linβ [9] established a central difference scheme on certain layer-adapted meshes

for the cases of m ≥ 2. Generally speaking, the solution to the problem of this type has two

boundary layers with width O(
√
ε) respectively at x = 0 and x = 1 under some assumptions.

If B 6≡ 0, the system is said to be of convection-diffusion type. Riordan et al presented

a finite difference method consisting of upwinding on piecewise-uniform Shishkin meshes for

the cases of m = 2 [10] and m > 2 [11]. They also used a Jacobi-type iteration to compute

the solution [12]. Generally speaking, the problem of this type has a solution with a single

boundary layer of width O(ε) at x = 0 (or x = 1) under proper assumptions.

Furthermore, if (1.1) are coupled through their convective (first-order) terms (i.e. for each

i = 1, · · · ,m there exits a j 6= i such that bij 6= 0), we say it is strongly coupled; otherwise, if

B ≡ 0 or B is just a non-zero diagonal matrix, it is said to be weakly coupled.

The spectral collocation method based on rational interpolants in barycentric form was

proposed by Berrut and his collaborators [13–16]. An advantage of which is that after trans-

form, the derivatives in underlying differential equation are not required to be transformed

correspondingly as is usual in other methods. Besides, Tee and Trefethen [17] devised a sinh

transform that maps original Chebyshev points clustered near the boundaries of [−1, 1] into a

new set of collocation points, say the transformed Chebyshev points, which are clustered near

the singular point of a function. In order to determine the parameters in above sinh transform,

singularities of the solution, including the location and width of the boundary layer, should be

known. Hence, we resorted to the singularity location technique in asymptotic analysis and

solved a parameterized singular perturbation problem [18].

Here we present a kind of numerical method based on rational spectral collocation in

barycentric form with sinh transform (RSC-sinh method) for solving a coupled system of singu-

larly perturbed problems in various types, both weakly coupled and strongly coupled. Numerical

experiments illustrate that the RSC-sinh method enjoys improved spectral accuracy.

This paper is organized as follows. The asymptotic analysis of the problem is outlined

in Section 2. In Section 3, we construct the RSC-sinh method for problem (1.1)-(1.2). The

numerical results of several examples are given in Section 4. Finally, we present some concluding

remarks in Section 5.

Notation. Through out this paper, C denotes a generic constant that may take different

values at different places in our arguments. The definition of norm is:

• for a vector y = (y0, · · · , ym)T , ‖y‖ = max
p=0,··· ,m

|yp|;

• for a real-valued function y ∈ C([0, 1]), ‖y‖[0,1] = max
x∈[0,1]

|y(x)|;

• for a vector-valued function z = (z0, · · · , zm)T , ‖z‖[0,1] = max
p=0,··· ,m

‖zp‖[0,1].

2. Asymptotic Analysis

For the construction of RSC-sinh method, it is necessary to have properties of exact solution,

especially the location and width of the boundary layer. The asymptotic analysis of problem

(1.1) often involves a Shishkin Decomposition [19], which splits the solution into regular and

layer components. It will be considered in reaction-diffusion case and convection-diffusion case

respectively.
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2.1. Weakly coupled system of reaction-diffusion problems

In this subsection, we consider the case A 6≡ 0, B ≡ 0 in (1.1),which is of reaction-diffusion

type.

Assumption 2.1. A has positive diagonal entries and nonpositive off-diagonal entries, i.e.,

aij

{

> 0, if i = j,

≤ 0, if i 6= j.

Assumption 2.2. A is strictly diagonally dominant with
∑m

k=1,k 6=i |aik| < aii and
∑m

j=1 aij >

α2 > 0, for i = 1, · · · ,m.

Let v and w be the solutions of the boundary-value problems

L v = f , v(0) = A(0)−1f(0), v(1) = A(1)−1f(1). (2.1)

L w = 0, w(0) = b0 − v(0), w(1) = b1 − v(1). (2.2)

Note that Assumption 2.2 implies the nonsingularity of matrix A(x) for all x ∈ [0, 1].

Lemma 2.1. Under Assumptions 2.1–2.2, v and w defined as (2.1) and (2.2) satisfy

‖v(j)‖[0,1] ≤ C
(

1 + (
√
ε)2−j

)

,

and for x ∈ [0, 1],

‖w(j)‖[0,1] ≤ C (
√
ε)−j

(

e−αx/
√
ε + e−α(1−x)/

√
ε
)

,

for j = 0, 1, 2.

Proof. See [8, 9] for details. �

Theorem 2.1. If assumptions in Lemma 2.1 are satisfied, the solution to (1.1) and (1.2) has

the following asymptotic expansion:

u(x) = v(x) + w̃(x) +O(
√
ε),

where

w̃(x) =

{

w(x), x ∈ [0, x∗] ∪ [1− x∗, 1],

0, x ∈ [x∗, 1− x∗],
0 < x∗ = − ln

√
ε

α

√
ε ≪ 1. (2.3)

Remark 2.1. The above theorem suggests that the solution u has two boundary layer regions,

[0, x∗] and [1 − x∗, 1], that is to say, the location of boundary layers are at the two endpoints

of the underlying interval [0,1] and each of their width is x∗ = − ln
√
ε

α

√
ε.

2.2. Strongly coupled system of convection-diffusion problem

In this subsection, we list an asymptotic analysis result of strongly coupled system of

convection-diffusion problem.
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Assumption 2.3. B 6≡ 0 is strictly diagonally dominant and hence invertible, and for i =

1, · · · ,m, define βi := min
x∈[0,1]

bii(x) > 0, β = min
i

βi.

Note that each component ui of the solution u = (u1, · · · , um)T will exhibit a boundary

layer and the above assumption enables us to predict the layer in ui(x) will be at x = 0 [20].

Assumption 2.4. Diagonal entries of A satisfy aii(x) ≥ 0, ∀x ∈ [0, 1], i = 1, · · · ,m.

Assumption 2.5. The homogeneous reduced problem defined by −Bv̂′+Av̂ = 0, v̂(1) = 0,

has only a trivial solution v̂ ≡ 0.

Lemma 2.2. Let Assumptions 2.3 through 2.5 be satisfied. The regular component v and layer

component w defined in [11] satisfy

‖v(j)‖[0,1] ≤ C
(

1 + ε2−j
)

,

and for x ∈ [0, 1]

‖w(j)
i ‖[0,1] ≤ C ε−je−βx/ε,

for j = 0, 1, 2 and i = 1, · · · ,m.

Proof. See [7, 11] for details. �

Theorem 2.2. If assumptions in Lemma 2.2 are satisfied, the solution of (1.1) and (1.2) has

the following asymptotic expansion:

u(x) = v(x) + w̃(x) +O(ε),

where

w̃(x) =

{

w(x), x ∈ [0, x∗],

0, x ∈ [x∗, 1],
0 < x∗ = − ln ε

β
ε ≪ 1. (2.4)

Remark 2.2. The above theorem suggests that the boundary layer region of the solution u is

[0, x∗], that is to say, the location of boundary layer is at the left endpoint of the underlying

interval [0,1] and its width is x∗ = − ln ε
β ε.

3. RSC-sinh Method

3.1. The rational interpolation in barycentric form [16]

The barycenntric form of a rational function pN (x) which interpolates the function u(x) at

the points {xk} is

pN (x) =

N
∑

k=0

ωk

x−xk

u(xk)

N
∑

k=0

ωk

x−xk

, (3.1)

where the barycentric weights {ωk}Nk=0 are chosen as ω0 = 1
2 , ωN = (−1)N

2 , ωk = (−1)k, k =

1, · · · , N − 1 when {xk}Nk=0 are Chebyshev points.

The rational interpolation based on barycentric form with transformed Chebyshev points

has the following convergence analysis.
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Theorem 3.1. ([14]) Let D1, D2 be domains in C containing J = [−1, 1] and a real interval

I respectively. Let g : D1 7→ D2 be a conformal map such that g(J) = I. If u : D2 7→ C is

a function such that the composition u ◦ g : D1 7→ C is analytic inside and on an ellipse Eρ,

with foci at ±1 and the sum of its semi-major axis length and semi-minor axis length equal

to ρ > 1. Let pN (x) be rational function (3.1) interpolating u between transformed Chebyshev

points x̂k = g (cos(kπ/N)) with barycentric weights. For ∀x ∈ [−1, 1],

|pN (x) − u(x)| = O(ρ−N ).

Remark 3.1. Theorem 3.1 suggests that one should choose a conformal map g so that the

ellipse of analyticity of u ◦ g is larger than one of u, and apply g in a spectral method based on

rational interpolant of the form (3.1), to obtain an approximation of u which is more accurate

than that obtained using the Chebyshev spectral method with the same number of grid points.

Two kinds of g will be considered in next subsection designed for the problem with single

boundary layer and two boundary layers respectively.

The derivatives of function u(x) at the points {x̂k}Nk=0 can be evaluated as the product of

differentiation matrices and data vectors, as common spectral collocation method does. An

advantage of the barycentric rational interpolation is the simplicity of its derivatives formulae

at x̂j . The nth derivative of pN(x) evaluated at x̂j can be written in the form p
(n)
N (x̂j) =

∑N
k=0 D

(n)
jk u(x̂k), where the first and second order differentiation matrices, D(1) and D(2), are

given by

D
(1)
jk =















ωk

ωj(x̂j − x̂k)
, j 6= k

−
∑

i6=j

D
(1)
ji , j = k

(3.2)

D
(2)
jk =















2D
(1)
jk

(

D
(1)
jj − 1

x̂j − x̂k

)

, j 6= k

−
∑

i6=j

D
(2)
ji , j = k.

(3.3)

Note that differentiation matrices (3.2) and (3.3) only rely on weights ωk and new points

x̂k, which is the reason why the underlying equation doesn’t require to be transformed into new

coordinates after maps shown in next subsection.

3.2. The sinh transform

In a rational spectral collocation method, the space interval of the problem considered is

usually assumed to be [−1, 1]. By introducing the transform x = 0.5(y+1), x ∈ [0, 1], y ∈ [−1, 1]

and defining û(y) = u(x) = u (0.5(y + 1)), then u′(x) = 2û′(y), u′′(x) = 4û′′(y) and (1.1) is

converted to the following problem:

−4εû′′(y)− 2Bû′(y) +Aû(y) = f̂ (y), (3.4)

û(−1) = b0, û(1) = b1. (3.5)

The original Chebyshev points are

xk = cos(kπ/N) ∈ [−1, 1], k = 0, 1, · · · , N.
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These points are clustered near the boundaries of [-1,1].

However, what we seek is a set of points that are denser inside the boundary layer region

than outside. For the case that u has a single boundary layer at x = λ with width δ, Tee [17]

chose a conformal map g expressed by sinh transform:

gλ,δ(x) = λ+ δ sinh

[

sinh−1

(

1 + λ

δ

)

x− 1

2
+ sinh−1

(

1− λ

δ

)

x+ 1

2

]

. (3.6)

Transformed Chebyshev points {gλ,δ(xk)}Nk=0 are clustered near the location of boundary

layer x = λ and their density is determined by the boundary layer width δ. The thinner the

boundary layer, the denser points.

According to Remark 2.2, if (3.4) is of convection-diffusion type, parameters in (3.6) should

be chosen as

λ = −1, δ = −2
ln ε

β
ε. (3.7)

In order to deal with problems with two boundary layers, motivated by the work of Tee, we

define the combined sinh transform as

g̃δ(x) =

{

1
2 [g−1,δ(2x+ 1)− 1] , x ∈ [−1, 0),
1
2 [g1,δ(2x− 1) + 1] , x ∈ [0, 1].

(3.8)

All derivatives of the piecewise map g̃ at x = 0 are continuous so that the spectral accuracy

could be preserved. If (3.4) is of reaction-difffusion type, according to Remark 2.1, the parameter

in (3.8) should be chosen as

δ = −2
ln
√
ε

α

√
ε. (3.9)

3.3. Numerical algorithm

To show RSC-sinh method in detailed algorithm, we take the singularly perturbed problem

of convection-diffusion type for example. Let transformed Chebyshev collocation points be

Y = {yk}Nk=0 = {gλ,δ (cos (kπ/N))}Nk=0 , (3.10)

where gλ,δ is expressed by (3.6) in which λ = −1, δ = −2 ln ε
β ε.

Evaluating equations in (3.4) at points yk, k = 0, . . . , N yields
(

−4εI ⊗D(2) − 2B ⊗D(1) +A⊗ I
)

U = F, (3.11)

where

U =









û1(Y )

û2(Y )

· · ·
ûm(Y )









, ûi(Y ) =









ûi(y0)

ûi(y1)

· · ·
ûi(yN )









, F =











f̂1(Y )

f̂2(Y )

· · ·
f̂m(Y )











, f̂i(Y ) =











f̂i(y0)

f̂i(y1)

· · ·
f̂i(yN )











,

for i = 1, · · · ,m, ⊗ is Kronecker product.

Boundary conditions in (3.5) suggest that

ûi(y0) = b0i, ûi(yN ) = b1i, i = 1, · · · ,m. (3.12)

Solving the linear algebra system including (3.11) and (3.12), we can obtain the numerical

solution of (3.4) and (3.5).



464 S. CHEN, Y. WANG AND X. WU

Remark 3.2. If the singularly perturbed problem (3.4) is of reaction-diffusion type, then we

use transformed Chebyshev collocation points as

Y = {yk}Nk=0 =

{

g̃δ

(

cos

(

kπ

N

))}N

k=0

, (3.13)

where g̃δ is expressed by (3.8) in which δ = −2 ln
√
ε

α

√
ε.

4. Numerical Experiments

Consider other two kinds of spectral methods combined with suitable transformation pro-

posed by Tao Tang et al. for solving singularly perturbed problems. One family is Legendre-

Galerkin method (PLGM) with transformation [21]:

xt = gk(x) = −1 + κ

∫ x

−1

(1− η2)kdη, k ≥ 1, and κ =
2

∫ 1

−1(1− η2)kdη
. (4.1)

Another family is the boundary layer resolving Chebyshev collocation method (BLRCC)

with the transformation xt = gm(x) [22] where

g0(x) = x, gm(x) = sin
(π

2
gm−1(x)

)

, m ≥ 1. (4.2)

In (4.1) and (4.2), x is the original variable (i.e. original Chebyshve points) and xt is the

transformed variable (i.e. transformed Chebyshev points); k,m = 1, 2.

To demonstrate the high accuracy and efficiency of our method, we will employ the conven-

tional Chebyshev collocation method (CCC), PLGM, BLRCC and RSC-sinh method to solve

problems with exact solutions (Example 4.1 and 4.2) respectively and compare results. Example

4.3 and 4.4 are problems with variable coefficients.

Example 4.1. Consider the reaction-diffusion problem with constant coefficients: [5]

B = 0, A =

(

2 −1

−1 2

)

, f = A =

(

1

2

)

, b0 = b1 = A =

(

0

0

)

.

The exact solution of this problem is

u =
1

2
(1, 1)

T
y1 +

1

2
(−1, 1)

T
y2,

where

y1 = 3
e(x−2)/

√
ε − e−x/

√
ε − e(x−1)/

√
ε + e−(x+1)/

√
ε

1− e−2/
√
ε

+ 3,

y2 =
1

3

e
√
3(x−2)/

√
ε − e−

√
3x/

√
ε − e

√
3(x−1)/

√
ε + e−

√
3(x+1)/

√
ε

1− e−2
√
3/

√
ε

+
1

3
.

Table 4.1: The maximum error of RSC-sinh method in Example 4.1 with various ε.

N
ε

10−14 10−18 10−22 10−26

64 8.9234×10−6 3.1036×10−4 1.7980×10−3 4.2363×10−3

96 2.3133×10−9 1.2332×10−6 4.2591×10−5 3.3898×10−4

128 7.9462×10−11 6.4827×10−9 3.5721×10−7 1.3284×10−5
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Fig. 4.1. Exponential rates of convergence of Example 4.1 when ε = 10−6.
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Fig. 4.2. Exponential rates of convergence of Example 4.1 when ε = 10−8.

32 64 96 128 160 192 224 256 320 384 448 512
10

−12

10
−10

10
−8

10
−6

10
−4

10
−2

10
0

ε = 1e−12, m=2, k=2

 

 
RSC−sinh
BLRCC
PLGM

Fig. 4.3. Exponential rates of convergence of Example 4.1 when ε = 10−12.
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In RSC-sinh method, we use the transform (3.8) and parameters are chosen as (3.9) in which

α = 0.99.

In Figs. 4.1–4.3, we plot the maximum errors on a semi-log scale, in the cases with ε =

10−6, 10−8, 10−12 respectively. These figures show that all of the transformation (3.8), (4.1)

and (4.2) could speed up the spectral convergence, but the RSC-sinh method is able to achieve

higher accuracy while using fewer points.

Fig. 4.4 shows the numerical solutions obtained by CCC, BLRCC and RSC-sinh approaches

respectively. There are more points located in the boundary layer region in the case of RSC-

sinh than other cases, though the numbers of total collocation points in the three methods are

the same, N = 64 . Fig. 4.5 shows the point-wise errors, from which we can observe that the

maximum error occurs in the boundary layer regions.

For the cases with 10−12 ≤ ε ≤ 1, the maximum error of finite difference method with

Shishkin meshes [5] is ηN = 2.682× 10−3 when N = 128. Table 4.1 lists the maximum errors

of the cases with much thinner layers, some of which are not considered in [5].

In order to find how the selection of sinh-transform parameter α affects computing results,
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Fig. 4.4. Numerical solutions of Example 4.1 near left boundary region with ε = 10−8, N = 64.
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further computing of Example 4.1 for different α has been implemented. The results are showed

in Fig. 4.6, from which we can observe that the minimum error occurs at α = 1; when α ≤ 1,

errors decrease rapidly with α;when α > 1, errors increase slowly with α.
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Fig. 4.6. Maximum errors of Example 4.1 with ε = 10−14, N = 128 for different α.

Example 4.2. Consider the convection-diffusion problem with constant coefficients: [11, 12]

B =





3 −1 −1

−1 4 −2

−1 −2 4



 , A = 0, f =





−4

11

−7



 ,

b0 =





−1

4

−1



 , b1 =





e−1/ε − 2e−4/ε + 1

e−1/ε + e−4/ε + 2e−6/ε − 2

e−1/ε + e−4/ε − 2e−6/ε



 .

The exact solution of this problem is

u = (1, 1, 1)T e−x/ε + (−2, 1, 1)T e−4x/ε + (0, 2,−2)T e−6x/ε + (x,−2x, x− 1)T .

The parameters in transform (3.6) are chosen as (3.7) in which β = 2.55.

In Figs. 4.7–4.8, we plot the maximum errors on a semi-log scale, in the cases with ε =

10−3, 10−6 respectively. Fig. 4.9 and Fig. 4.10 show the numerical solutions and point-wise

errors in the boundary layer region respectively. These figures illustrate that RSC-sinh method

perform better than the spectral methods in [21, 22].

The maximum error for the case with ε = 2−12 obtained by piecewise-uniform Shishkin

mesh combined with Jacobi-type iteration [12] is 3.917× 10−2 when N = 1024; the maximum

Table 4.2: The maximum error of RSC-sinh method in Example 4.2 with various ε.

N
ε

10−6 10−7 10−8 10−9

96 2.308×10−7 1.3887×10−4 1.7094×10−2 9.1648×10−1

128 1.4722×10−8 1.0556×10−7 6.2019×10−5 1.2265×10−3

160 3.3384×10−9 2.8279×10−7 1.8418×10−6 2.9805×10−4

192 1.7134×10−9 1.3868×10−7 9.8919×10−7 1.2304×10−4
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Fig. 4.7. Exponential rates of convergence of Example 4.2 when ε = 10−3.
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Fig. 4.8. Exponential rates of convergence of Example 4.2 when ε = 10−6.
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Fig. 4.9. Numerical solutions of Example 4.2 near boundary region with ε = 10−3, N = 64.
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error for the case with ε = 10−7 obtained by the method consisting of upwinding on piecewise

uniform Shishkin meshes [11] is 1.472 × 10−2 when N = 1024. Table 4.2 lists the maximum

errors of the RSC-sinh method for ε = 10−6, 10−7, 10−8, 10−9.

About the selection of sinh-transform parameter β, further computing of Example 4.2 for

different β has been implemented. The results are showed in Fig. 4.11, from which we can

observe that the minimum error occurs at β = 2.55; when β ≤ 2.55, errors decrease rapidly

with β; when β > 2.55, errors decrease slowly with β.
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Fig. 4.10. Pointwise errors of Example 4.2 near boundary region with ε = 10−3, N = 64.
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Fig. 4.11. Maximum errors of Example 4.2 with ε = 10−3, N = 64 for different β.

Example 4.3. Consider the convection-diffusion problem with variable coefficients: [10]

B =

(

4 + xex −1− 2x

−1− x 2 + x2

)

, A = 0, f =

(

1 + x+ 3x2

2x− 1

)

, b0 =

(

2

1

)

, b1 =

(

2

2

)

.

In the transform (3.6), the parameters are chosen as (3.7) where β is chosen as 1.99. The

exact solution to this problem is unknown. Fig. 4.12 displays the plot of numerical solution for

ε = 10−2, N = 24, which is the same as the figure in [10] with 32 points.



470 S. CHEN, Y. WANG AND X. WU

0 0.2 0.4 0.6 0.8 1
0.8

1

1.2

1.4

1.6

1.8

2

2.2
Overall solution

 

 

0 0.02 0.04 0.06 0.08 0.1
1

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

1.9

2

Boundary layer region

 

 
u1
u2

u1
u2

Fig. 4.12. Numerical results of Example 4.3 with ε = 10−2, N = 24.

Example 4.4. Consider the reaction-diffusion problem with variable coefficients [8]

B = 0, A =









2(x+ 1)2 −(1 + x3) −0.1 −0.2

−2 cos(πx4 ) (1 +
√
2)e1−x −0.2 −0.1

−2 cos(πx4 ) − 1
2 (x+ 1)2 2(1 +

√
2)e1−x − cos(π5 )

−(1 + x3) −0.1 −0.2 3(x+ 1)3









,

f =









2 + x

1

2ex

0.1









, b0 = b1 =









0

0

1

2









.

The exact solution to this problem is unknown. Figs. 4.13–4.14 displays the plot of numerical

solution for ε = 2−20, N = 128, using the transform (3.8) and (3.9) with α = 1.99.
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Fig. 4.13. The overall solution of Example 4.4 with ε = 2−20
≈ 10−6, N = 128.



Collocation Method for a Coupled System of Singularly Perturbed Equations 471

0 1 2 3 4

x 10
−6

0

0.5

1

1.5

2

Left boundary layer region 

 

 
u1
u2
u3
u4

1 1
0

0.5

1

1.5

2

Right boundary layer region 

 

 
u1
u2
u3
u4

Fig. 4.14. The boundary layer regions of Example 4.4 with ε = 2−20, N = 128.

5. Conclusions

A novel collocation method, named RSC-sinh, has been developed for solving the singularly

perturbed problem. The key to the success of this method is to apply the results from asymptotic

analysis to the sinh transformation. The details of the numerical algorithms show that our

method is very easy to use and ready for computer implementation.

Numerical experiments justify that compared to classic spectral method with other trans-

formations, the present RSC-sinh has the following advantages:

1. The transformed collocation points in RSC-sinh are clustered near the location of bound-

ary layer(s), which leads to higher accuracy but using fewer points in solving both reaction-

diffusion and convection-diffusion problems.

2. Since the RSC-sinh method is based on rational interpolants in barycentric form, after

transformation, the derivatives in the underlying differential equation do not require to

be transformed correspondingly as is usual in other methods.

Regarding to the comparison between spectral methods with transformation and other meth-

ods with ε-uniform meshes, we make some remarks here:

1. Spectral methods have the advantage that the exponential rate of convergence can be

obtained. The spectral methods plus coordinate stretching allow us to use reasonably

large N to gain the exponential rate of convergence. To discuss the computational effort,

we introduce the computational complexity, i.e. the total amount of work required to

achieve a solution accurate to within ǫ. Since the finite difference methods can achieve an

ǫ = O(N−2
d ) error by using Nd points while require O(Nd) operations, its computational

complexity is O(ǫ−
1

2 ); For the spectral-type methods, the error is ǫ = O(e−Ns) and need

O(N3
s ) operations at most, so its computational complexity is O(ln3

(

1
ǫ

)

).

2. Spectral methods are not appropriate if one is interested in details of arbitrarily thin

boundary layers because in practice it is essentially impossible to resolve arbitrarily thin

boundary layers with a non-adaptive ε-independent coordinate stretching [21]. To fully
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resolve an arbitrarily small boundary layers, ε-uniform meshes such as Shishkins grid [2]

and Schwab and Suris grid [23] should be employed.

In the future work, we expect to expand our method to time-dependant systems.
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