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Abstract. Ever since its introduction by Kane Yee over forty years ago, the finite-
difference time-domain (FDTD) method has been a widely-used technique for solv-
ing the time-dependent Maxwell’s equations that has also inspired many other
methods. This paper presents an alternative approach to these equations in the case
of spatially-varying electric permittivity and/or magnetic permeability, based on
Krylov subspace spectral (KSS) methods. These methods have previously been ap-
plied to the variable-coefficient heat equation and wave equation, and have demon-
strated high-order accuracy, as well as stability characteristic of implicit time-
stepping schemes, even though KSS methods are explicit. KSS methods for scalar
equations compute each Fourier coefficient of the solution using techniques devel-
oped by Golub and Meurant for approximating elements of functions of matrices by
Gaussian quadrature in the spectral, rather than physical, domain. We show how
they can be generalized to coupled systems of equations, such as Maxwell’s equa-
tions, by choosing appropriate basis functions that, while induced by this coupling,
still allow efficient and robust computation of the Fourier coefficients of each spatial
component of the electric and magnetic fields. We also discuss the application of
block KSS methods to problems involving non-self-adjoint spatial differential oper-
ators, which requires a generalization of the block Lanczos algorithm of Golub and
Underwood to unsymmetric matrices.

AMS subject classifications: 65M10, 78A48
Key words: Spectral methods, Gaussian quadrature, block Lanczos method, Maxwell’s equa-
tions.

1 Introduction

We consider Maxwell’s equation on the rectangle [0, 2π]3, with periodic boundary con-
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ditions. Assuming nonconductive material with no losses, we have

div Ê = 0, div Ĥ = 0, (1.1)

curl Ê = −µ
∂Ĥ
∂t

, curl Ĥ = ε
∂Ê
∂t

, (1.2)

where Ê, Ĥ are the vectors of the electric and magnetic fields, and ε, µ are the elec-
tric permittivity and magnetic permeability, respectively. We assume that these two
functions are smoothly varying in space.

By taking the curl of both sides of (1.2), we decouple the vector fields Ê and Ĥ and
obtain the equations

µε
∂2Ê
∂t2 = ∆Ê + µ−1curl Ê×∇µ, (1.3)

µε
∂2Ĥ
∂t2 = ∆Ĥ + ε−1curl Ĥ×∇ε. (1.4)

In paper [26], Yee proposed the original finite-difference time-domain method for solv-
ing Eqs. (1.1) and (1.2). This method uses a staggered grid to avoid solving simultane-
ous equations for Ê and Ĥ, and also removes numerical dissipation. However, because
it is an explicit finite-difference scheme, its time step is constrained by the CFL con-
dition. Nonetheless, it remains a widely used method to this day, and has inspired
a host of related methods, including, for example, several that are based on spatial
discretizations other than finite differences, such as a pseudospectral time-domain
(PSTD) method [20], an FDTD-FEM hybrid method [22], and a one-step algorithm
based on Chebyshev polynomial approximations [5]. In this paper, we introduce a
new time-domain method for these equations.

In [18], a class of methods, called Krylov subspace spectral (KSS) methods, was
introduced for the purpose of solving parabolic variable-coefficient PDE. These meth-
ods are based on techniques developed by Golub and Meurant in [7] for approximat-
ing elements of a function of a matrix by Gaussian quadrature in the spectral domain.
In [11, 14], these methods were generalized to the second-order wave equation, for
which these methods have exhibited even higher-order accuracy.

It has been shown in these references that KSS methods, by employing differ-
ent approximations of the solution operator for each Fourier coefficient of the solu-
tion, achieve higher-order accuracy in time than other Krylov subspace methods (see,
e.g., [13]) for stiff systems of ODE, and, as shown in [14], they are also quite stable,
considering that they are explicit methods. In [15, 16], the accuracy and robustness of
KSS methods were enhanced using block Gaussian quadrature.

It is our hope that the high-order accuracy achieved for the scalar wave equation
can be extended to systems of coupled wave equations such as those described by
Maxwell’s equations. Section 2 reviews the main properties of KSS methods, includ-
ing block KSS methods, as applied to the parabolic problems for which they were
originally designed. Section 3 reviews their application to the wave equation, includ-
ing previous convergence analysis. In Section 4, we discuss the modifications that
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must be made to block KSS methods in order to apply them to Maxwell’s equations,
as well as issues that must be addressed in future work in order to obtain effective
algorithms for solving more realistic problems involving these equations. Numerical
results are presented in Section 5, and conclusions are stated in Section 6.

2 Krylov subspace spectral methods

We first review KSS methods, which are easier to describe for parabolic problems. Let
S(t)=exp(−Lt) represent the exact solution operator of the problem

ut + Lu = 0, t > 0, (2.1)
u(x, 0) = f (x), 0 < x < 2π, (2.2)
u(0, t) = u(2π, t), t > 0. (2.3)

The operator L is a second-order differential operator of the form

Lu = −
(

p(x)ux
)

x + q(x)u, (2.4)

where p(x) is a positive function and q(x) is a nonnegative (but nonzero) smooth
function. It follows that L is self-adjoint and positive definite.

Let 〈·, ·〉 denote the standard inner product of functions defined on [0, 2π],

〈
f (x), g(x)

〉
=

∫ 2π

0
f (x)g(x) dx. (2.5)

Krylov subspace spectral methods, introduced in [18], use Gaussian quadrature on the
spectral domain to compute the Fourier coefficients of the solution. These methods are
time-stepping algorithms that compute the solution at time t1, t2, . . ., where tn=n∆t for
some choice of ∆t. Given the computed solution ũ(x, tn) at time tn, the solution at time
tn+1 is computed by approximating the Fourier coefficients that would be obtained by
applying the exact solution operator to ũ(x, tn),

û(ω, tn+1) =
〈

1√
2π

eiωx, S(∆t)ũ(x, tn)
〉

. (2.6)

Krylov subspace spectral methods approximate these coefficients with higher-order
temporal accuracy than traditional spectral methods and time-stepping schemes.

2.1 Elements of functions of matrices

In [7], Golub and Meurant describe a method for computing quantities of the form

uT f (A)v, (2.7)

where u and v are N-vectors, A is an N × N symmetric positive definite matrix, and
f is a smooth function. Our goal is to apply this method with A=LN where LN is a
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spectral discretization of L, f (λ)=exp(−λt) for some t, and the vectors u and v are
derived from êω and un, where êω is a discretization of

1√
2π

eiωx,

and un is the approximate solution at time tn, evaluated on an N-point uniform grid.
The basic idea is as follows: since the matrix A is symmetric positive definite, it

has real eigenvalues

b = λ1 ≥ λ2 ≥ · · · ≥ λN = a > 0, (2.8)

and corresponding orthogonal eigenvectors qj, j = 1, . . . , N. Therefore, the quantity
(2.7) can be rewritten as

uT f (A)v =
N

∑
j=1

f (λj)uTqjqT
j v. (2.9)

We let a=λN be the smallest eigenvalue, b=λ1 be the largest eigenvalue, and define
the measure α(λ) by

α(λ) =



0, if λ < a,
N

∑
j=i

αjβ j, if λi ≤ λ < λi−1,

N

∑
j=1

αjβ j, if b ≤ λ,

(2.10)

where αj=uTqj and β j=qT
j v. If this measure is positive and increasing, then the quan-

tity (2.7) can be viewed as a Riemann-Stieltjes integral

uT f (A)v = I[ f ] =
∫ b

a
f (λ) dα(λ). (2.11)

As discussed in [7], the integral I[ f ] can be approximated using Gaussian quadrature
rules, which yield an approximation of the form

I[ f ] =
K

∑
j=1

wj f (tj) + R[ f ], (2.12)

where the nodes tj, j = 1, . . . , K, as well as the weights wj, j = 1, . . . , K, can be ob-
tained using the symmetric Lanczos algorithm if u=v, and the unsymmetric Lanczos
algorithm if u 6=v (see [10]).
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2.2 Block Gaussian quadrature

In the case u 6=v, there is a possibility that the weights may not be positive, which
destabilizes the quadrature rule (see [1] for details). One option to get around this
problem is rewriting (2.7) using decompositions such as

uT f (A)v =
1
δ

[
uT f (A)(u + δv)− uT f (A)u

]
, (2.13)

where δ is a small constant. Guidelines for choosing an appropriate value for δ can be
found in [18, Section 2.2].

If we compute (2.7) using (2.13) or the polar decomposition

1
4
[
(u + v)T f (A)(u + v)− (v− u)T f (A)(v− u)

]
, (2.14)

then we could use the symmetric Lanczos algorithm, but we would still have to carry
out the process for approximating an expression of the form (2.7) with two starting
vectors. Instead, we consider [

u v
]T f (A)

[
u v

]
, (2.15)

which results in the 2× 2 matrix∫ b

a
f (λ) dµ(λ) =

[
uT f (A)u uT f (A)v
vT f (A)u vT f (A)v

]
, (2.16)

where µ(λ) is a 2 × 2 matrix function of λ, each entry of which is a measure of the
form α(λ) from (2.10).

In [7], Golub and Meurant showed how a block method can be used to generate
quadrature formulas. We will describe this process here in more detail. The integral∫ b

a
f (λ) dµ(λ),

is now a 2× 2 symmetric matrix and the most general K-node quadrature formula is
of the form ∫ b

a
f (λ) dµ(λ) =

K

∑
j=1

Wj f (Tj)Wj + error, (2.17)

with Tj and Wj being symmetric 2× 2 matrices. By diagonalizing each Tj, we obtain
the simpler formula

∫ b

a
f (λ) dµ(λ) =

2K

∑
j=1

f (λj)vjvT
j + error, (2.18)

where for each j, λj is a scalar and vj is a 2-vector.
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Each node λj is an eigenvalue of the matrix

TK =


M1 BT

1
B1 M2 BT

2
. . . . . . . . .

BK−2 MK−1 BT
K−1

BK−1 MK

 , (2.19)

which is a block-triangular matrix of order 2K. The vector vj consists of the first two
elements of the corresponding normalized eigenvector.

To compute the matrices Mj and Bj, we use the block Lanczos algorithm, which
was proposed by Golub and Underwood in [9]. Let X0 be an N× 2 given matrix, such
that XT

1 X1=I2. Let X0=0 be an N × 2 matrix. Then, for j = 1, . . . , K, we compute

Mj = XT
j AXj, Rj = AXj − Xj Mj − Xj−1BT

j−1, Xj+1Bj = Rj. (2.20)

The last step of the algorithm is the QR decomposition of Rj such that Xj+1 is n × 2
with

XT
j+1Xj+1 = I2.

The matrix Bj is 2× 2 and upper triangular. The other coefficient matrix Mj is 2× 2
and symmetric.

2.3 Block KSS methods

We are now ready to describe block KSS methods. For each wave number ω=−N/2 +
1, . . . , N/2, we define

R0(ω) =
[

êω un ]
,

and compute the QR factorization R0(ω) = X1(ω)B0(ω). We then carry out the block
Lanczos iteration described in (2.20), applied to the discretized operator LN , to obtain
a block tridiagonal matrix TK(ω) of the form (2.19), where each entry is a function of
ω.

Then, we can express each Fourier coefficient of the approximate solution at the
next time step as

[ûn+1]ω =
[

BH
0 EH

12 exp[−TK(ω)∆t]E12B0

]
12

, (2.21)

where E12=
[

e1 e2
]

. The computation of (2.21) consists of computing the eigenval-
ues and eigenvectors of TK(ω) in order to obtain the nodes and weights for Gaussian
quadrature, as described earlier.

This algorithm has local temporal accuracy O(∆t2K) [15]. Furthermore, block KSS
methods are significantly more accurate than the original KSS methods described in
[14,18], that employ either (2.13) and (2.14), even though they have the same temporal
order of accuracy, because the solution plays a greater role in the determination of
the quadrature nodes. They are also more effective for problems with oscillatory or
discontinuous coefficients.
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3 Application to the wave equation

In this section, we review the application of Krylov subspace spectral methods to the
problem

utt + Lu = 0, on (0, 2π)× (0, ∞), (3.1)
u(x, 0) = f (x), ut(x, 0) = g(x), 0 < x < 2π, (3.2)

with periodic boundary conditions

u(0, t) = u(2π, t), t > 0. (3.3)

A spectral representation of the operator L allows us to obtain a representation of the
solution operator (the propagator) in terms of the sine and cosine families generated by
L by a simple functional calculus. Introduce

R1(t) = L−1/2 sin(t
√

L) =
∞

∑
n=1

sin(t
√

λn)√
λn

〈ϕ∗n, ·〉ϕn , (3.4)

R0(t) = cos(t
√

L) =
∞

∑
n=1

cos(t
√

λn)〈ϕ∗n, ·〉ϕn , (3.5)

where λ1, λ2, . . . are the (positive) eigenvalues of L, and ϕ1, ϕ2, . . . are the correspond-
ing eigenfunctions. Then the propagator of (3.1) can be written as

P(t) =
[

R0(t) R1(t)
−L R1(t) R0(t)

]
. (3.6)

The entries of this matrix, as functions of L, indicate which functions are the inte-
grands in the Riemann-Stieltjes integrals used to compute the Fourier coefficients of
the solution.

Block KSS methods can be applied to the wave equation in the same way as for
parabolic problems, as described in Section 2.3, except that the block Lanczos algo-
rithm is used twice for each Fourier coefficient, to compute the solution and its time
derivative.

We now review the convergence analysis of block KSS methods carried out in [16].

Theorem 1. Let L be a self-adjoint 2nd-order positive definite differential operator on
Cp([0, 2π]) with coefficients in BLM([0, 2π]) for a fixed integer M, and let f , g∈Cn

p([0, 2π])
for n≥4K + 1 for a positive integer K. Let N≥M, and that for each ω=−N/2 + 1, . . . , N/2,
the recursion coefficients in (2.19) are computed on a 2K N-point uniform grid. Then a block
KSS method that uses a K-node block Gaussian rule to compute each Fourier coefficient [û1]ω,
for ω=−N/2 + 1, . . . , N/2, of the solution to (3.1), (3.2), (3.3), and each Fourier coefficient
[û1

t ]ω of its time derivative, satisfies∣∣∣[û1]ω − û(ω, ∆t)
∣∣∣ = O(∆t4K), (3.7)∣∣∣[û1

t ]ω − ût(ω, ∆t)
∣∣∣ = O(∆t4K−1), (3.8)
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where û(ω, ∆t) is the corresponding Fourier coefficient of the exact solution at time ∆t.

Proof. See [16, Theorem 5]. �
In [16, Theorem 6], it is shown that when the leading coefficient p(x) is constant

and the coefficient q(x) is bandlimited, the 1-node KSS method, which has third-order
local accuracy in time, is also unconditionally stable. This result, and Theorem 1, im-
ply convergence for the 1-node method, with second-order global temporal accuracy.
In general, it follows from Theorem 1 that the local temporal error is O(∆t4K−2) when
K block Gaussian nodes are used for each Fourier coefficient, and while it has not
yet been proven, O(∆t4K−2) global temporal accuracy has been observed in numerical
results (see [16]).

4 Application to Maxwell’s equations

In this section, we consider the various generalizations that must be made to block
KSS methods for the wave equation in order to apply them to Maxwell’s equations,
and then discuss the performance of the resulting algorithm.

4.1 Generalization to Systems of Equations

First, we consider the following initial-boundary value problem in one space dimen-
sion,

∂2u
∂t2 + Lu = 0, t > 0, (4.1)

u(x, 0) = f(x),
∂u
∂t

(x, 0) = g(x), 0 < x < 2π, (4.2)

with periodic boundary conditions

u(0, t) = u(2π, t), t > 0, (4.3)

where
u : [0, 2π]× [0, ∞) → Rn, for n > 1,

and L(x, D) is an n × n matrix where the (i, j) entry is an a differential operator
Lij(x, D) of the form

Lij(x, D)u(x) =
mij

∑
µ=0

aij
µ(x)Dµu, D =

d
dx

, (4.4)

with spatially varying coefficients aij
µ , µ = 0, 1, . . . , mij.

Generalization of KSS methods to a system of the form (4.1) can proceed as follows.
For i, j = 1, . . . , n, let Lij(D) be the constant-coefficient operator obtained by averaging
the coefficients of Lij(x, D) over [0, 2π]. Then, for each wave number ω, we define
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L(ω) be the matrix with entries Lij(ω), i.e., the symbols of Lij(D) evaluated at ω.
Next, we compute the spectral decomposition of L(ω) for each ω. For j = 1, . . . , n, let
qj(ω) be the Schur vectors of L(ω). Then, we define our test and trial functions by

~φj,ω(x) = qj(ω)⊗ eiωx.

The recursion coefficients, nodes and weights can be computed in the same man-
ner as in the scalar, self-adjoint case, with obvious modifications to account for the
fact that the matrix Tω(δω), for each ω, is no longer Hermitian. Once the coefficients
of the solution in our basis of trial functions is computed, the Fourier coefficients of
each component function can be computed by solving nN linear systems of size n× n.

4.2 Implementation

In [19], it was demonstrated that recursion coefficients for all wave numbers ω =
−N/2 + 1, . . . , N/2 can be computed simultaneously, by regarding them as functions
of ω and using symbolic calculus to apply differential operators analytically, as much
as possible. As a result, KSS methods require O(N log N) floating-point operations
per time step, which is comparable to other time-stepping methods. The same ap-
proach can be applied to block KSS methods. For both types of methods, it can be
shown that for a K-node Gaussian rule or block Gaussian rule, K applications of the
operator LN to the previous solution un, and its time derivative, are needed.

To facilitate this analytic precomputation of recursion coefficients, we can repre-
sent Lanczos vectors as linear combinations of functions such as the solution from the
previous time steps, premultiplied by zero or more powers of LN , and products of
functions with êω(x), and the dependence of the Lanczos vectors, or inner products of
them, on ω is reflected in the coefficients of the functions in these linear combinations.
Details are given in [17].

4.3 Higher space dimension

In [19], it is demonstrated how to compute the recursion coefficients αj and β j for
operators of the form

Lu = −p∆u + q(x, y)u,

and the expressions are straightforward generalizations of the expressions for the one-
dimensional case. It is therefore reasonable to suggest that for operators of this form,
the consistency and stability results given here for the one-dimensional case gener-
alize to higher dimensions. This will be investigated in the near future. The imple-
mentation details above generalize in a straightforward manner, but because of the
additional memory required, it is particularly important to eliminate any redundant
computation, which can be accomplished by representing recursion coefficients as ex-
pression trees.
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4.4 Discontinuous coefficients and data

As shown in [16, 19], rough or discontinuous coefficients reduce the accuracy of KSS
methods, because they introduce significant spatial discretization error into the com-
putation of recursion coefficients.

Ongoing work, described in [17], involves the use of the polar decomposition
(2.14), to alleviate difficulties caused by such coefficients and initial data. This ap-
proach uses symmetric perturbations of initial Lanczos vectors in the direction of the
solution in order to cancel out high-frequency oscillations. Future work will explore
possible combinations of this approach with block KSS methods in order to generalize
the superior accuracy of the block approach to these more difficult problems.

Alternatively, adaptive spatial resolution has been shown to be effective for han-
dling multilayer profiles in TE and TM polarizations (see [25]), which KSS methods
can readily incorporate as well. Ongoing work also explores the use of reprojection
techniques (see, e.g., [6]).

4.5 Other boundary conditions

While we have used periodic boundary conditions in this paper, it is typical in prac-
tical applications to use boundary conditions that are more effective at simulating an
infinite domain. One such type of boundary condition is a perfectly matched layer
(PML), first used by Berenger in [3] for Maxwell’s equations. A PML absorbs waves
by modifying spatial differentiation operators in the PDE. For example, for absorbing
waves that propagate in the x direction, ∂/∂x is replaced by

1

1 + iσ(x)
ω

∂

∂x
,

where, as before, ω represents the wave number, and σ is a positive function that
causes propagating waves to be attenuated.

In KSS methods, this transformation can be incorporated into the symbol of the
operator L when computing the recursion coefficients. The dependence of the trans-
formation on both x and ω makes the efficient application of the transformed operator
more difficult, especially in higher space dimensions, but recent work on rapid appli-
cation of Fourier integral operators (see [4]) can mitigate this concern. Future work
will explore the use of PML, taking into account very recent analysis in [21] of the dif-
ficulties of PML with inhomogeneous media, and the remediation of these difficulties
through adiabatic absorbers.

4.6 Non-self-adjoint differential operators

For Maxwell’s equations, the matrix AN that discretizes the operator

AÊ =
1
µε

(
∆Ê + µ−1curl Ê×∇µ

)
,
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is not symmetric, and for each coefficient of the solution, the resulting quadrature
nodes λj, j = 1, . . . , 2K, from (2.18) are now complex and must be obtained by a
straightforward modification of block Lanczos iteration for unsymmetric matrices, in
which the process (2.20) is replaced by

Mj = YH
j AXj, Rj = AXj − Xj Mj − Xj−1CH

j−1, (4.5)

Pj = AHYj −Yj MH
j −Yj−1BH

j−1, PH
j Rj = CH

j Bj, (4.6)
Xj+1Bj = Rj, Yj+1Cj = Pj, (4.7)

where P0=R0 and both Bj and Cj are upper triangular. The above equation allows flex-
ibility in the computation of Bj and Cj. We arbitrarily impose the additional constraint
that their main diagonals be complex conjugates of one another.

4.7 Accuracy and stability

Let A be a symmetric matrix with eigenvalues (2.8). The error R[ f ] in the approxima-
tion of uT f (A)v by a quadrature rule of the form (2.18) is given by

R[ f ] =
1

(2K)!

∫ b

a

d2K f (ξ(λ))
dλ2K

2K

∏
j=1

(λ− λj) dα(λ), (4.8)

where α(λ) is as defined in (2.10) and a<ξ(λ)<b for a<λ<b. It is the differentiation
of the integrand f , which depends on ∆t in KSS methods, that yields their high-order
accuracy in time.

Because A is not symmetric when obtained by discretizing Maxwell’s equations,
the integral (4.8) is defined on a contour in the complex plane that passes through
the eigenvalues of A, as discussed in [23]. Future work will include detailed analysis
of the quadrature error, but what we can readily observe from this error is that the
dependence of this error on ∆t is the same as in the symmetric case, which bodes well
for application to Maxwell’s equations.

More specifically, suppose that we use an N-point grid in each spatial dimension.
Generalizing the discussion in Section 4.1, our basis of trial functions is defined by

~uj,~ω(x) = qj(~ω)⊗ ei~ω·x ≡

 Q~ω
1je

i~ω·x

Q~ω
2je

i~ω·x

Q~ω
3je

i~ω·x

 , (4.9)

where x ∈ [0, 2π]3 and ~ω=(ω1, ω2, ω3), with ωi=−N/2 + 1, . . . , N/2 for i = 1, 2, 3.
We denote the discretization of ~uj,~ω on the grid by the 3N3-vector uj,~ω. Then, applying
(4.8) and (3.6), the error in each Fourier coefficient of each component of the computed



792 James V. Lambers / Adv. Appl. Math. Mech., 6 (2009), pp. 781-798

solution E1=(E1
1, E1

2, E1
3), which approximates the electric field E(x, ∆t), is given by

[E1
i ]~ω = Êi(~ω, ∆t)− [E1

i ]~ω

=
3

∑
j=1

Q~ω
ij uH

j,~ω
[
RK,j,~ω(AN)E0 + R̃K,j,~ω(AN)E0

t
]

=
3

∑
j=1

Q~ω
ij

3

∑
k,`=1

Q~ω
kjê

H
~ω

[
Rk`

K,j,~ω(AN)E0
` + R̃k`

K,j,~ω(AN)[Et]0`
]

, (4.10)

where the matrix function RK,j,~ω(AN) is defined by

RK,j,~ω(λ) =
1

(2K)!
d2K

dλ2K

[
cos(

√
λ∆t)

]∣∣∣∣
λ=ξ(λ)

2K

∏
k=1

(λ− λ
j,~ω
k ), (4.11)

and Rk`
K,j,~ω(AN) is the (k, `) block of RK,j,~ω(AN), where each block is N3 × N3. The su-

perscript j, ~ω for λk indicates the dependence of the scalar quadrature nodes λk from
(2.18) on j and ~ω. The matrices R̃K,j,~ω(AN) and R̃k`

K,j,~ω(AN) are defined analogously,

with cos(
√

λ∆t) replaced by λ−1/2 sin(
√

λ∆t), in view of (3.6). We also note that be-
cause the trial functions are constructed using Schur vectors, the constants Q~ω

ij are
entries of a 3× 3 unitary matrix, for each j and ~ω.

As in the case of the scalar wave equation, the differentiation with respect to
λ of the integrands cos(

√
λ∆t) and λ−1/2 sin(

√
λ∆t) in (4.11) and its analogue for

R̃K,j,~ω(AN) introduces factors of ∆t4K and ∆t4K+1, respectively, for these two inte-
grands. Similarly, factors of ∆t4K−1 and ∆t4K are introduced by differentiation of the
integrands used to compute Fourier coefficients of the time derivative of the solution.
We therefore expect O(∆t4K−2) temporal accuracy, as has been obtained for the scalar
wave equation.

This result is more difficult to prove than for the wave equation, because AN is not
symmetric, and therefore we do not do this here. However, it is helpful to note that the
high degree of accuracy of block Gaussian quadrature for approximating (2.15) can be
shown to extend to unsymmetric matrices, by showing directly that the leading 2× 2
block of

AN
[

X1 · · · XK
]
−

[
X1 · · · XK

]
f (TK),

vanishes, when f is a polynomial of degree less than 2K, provided that the unsymmet-
ric Lanczos iteration does not suffer from serious breakdown (see [12] for discussion
of standard Gaussian quadrature applied to (2.7) in the unsymmetric case).

Although KSS methods are explicit, they are not constrained by a CFL condition.
This is due to the fact that the CFL condition is derived from the requirement that the
domain of dependence of the numerical scheme contains that of the PDE, but the com-
putation of the recursion coefficents in TK(ω), for each ω, uses values of the solution
on the entire spatial domain. Further stability analysis is deferred to future work.
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5 Numerical results

In this section, we apply block KSS methods to Maxwell’s equations in two and three
spatial dimensions.

5.1 Two-dimensional problems

We first consider a two-dimensional version of (1.3), for the electric field Ê=(Ex, Ey),
where µ is independent of z:

µε
∂2Ex

∂t2 = ∆Ex +
1
µ

∂µ

∂y

(
∂Ex

∂y
−

∂Ey

∂x

)
, (5.1)

µε
∂2Ey

∂t2 = ∆Ey +
1
µ

∂µ

∂x

(
∂Ey

∂x
− ∂Ex

∂y

)
, (5.2)

Ê(x, y, 0) = F(x, y),
∂Ê
∂t

(x, y, 0) = G(x, y), (5.3)

with periodic boundary conditions. The coefficients µ and ε are constructed from ran-
domly generated, damped Fourier coefficients as described in [18]. Specifically,

µ(x, y) = 0.4154 + 0.0125 cos y + 0.0024 sin y + 0.0054 cos x + 0.0028 sin x
+0.0067 cos(x− y), (5.4)

ε(x, y) = 0.4138 + 0.0044 cos y + 0.0049 sin y + 0.004 cos x + 0.0059 sin x. (5.5)

Both functions are shown in Fig. 1.
Table 1 and Fig. 2 demonstrate the convergence behavior using error estimates for

solutions computed at various grid spacings and time steps, with K=2 block quadra-
ture nodes per coefficient in the basis described in Section 4.1. Since the exact solution
is unknown, the error estimate for each solution is obtained by taking the `2-norm of

Figure 1: The coefficients in (5.1), (5.2), defined in (5.4), (5.5): (left) ε(x, y), (right) µ(x, y)
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Table 1: Estimates of relative error in solutions of (5.1), (5.2), (5.3) computed using a 2-node block KSS
method on an N-point grid, with time step ∆t, for various values of N and ∆t.

∆t N = 16 N = 32 N = 64
1 5.799e-4 5.799e-4 5.799e-4
1/2 3.038e-5 3.038e-5 3.038e-5
1/4 4.230e-7 4.223e-7 4.223e-7
1/8 2.063e-8 6.020e-9 6.020e-9
1/16 2.171e-8 8.502e-11 8.502e-11
1/32 2.592e-8 1.561e-12 1.350e-12

the relative difference between the x-components of the solution, and a solution com-
puted using a smaller time step ∆t=1/64 and the maximum number of grid points.

At all three spatial resolutions, the scheme exhibits approximately 6th-order accu-
racy in time as ∆t decreases below 1/2, except that for N=16, the spatial error arising
from truncation of Fourier series is significant enough that the overall error fails to
decrease below the level achieved at ∆t=1/8. For N=32 and N=64, the solution is
sufficiently resolved in space, and the order of overgence as ∆t→0 is approximately
6.1.

We also note that increasing the resolution does not pose any difficulty from a
stability point of view. Unlike explicit finite-difference schemes that are constrained
by a CFL condition, KSS methods do not require a reduction in the time step to offset
a reduction in the spatial step in order to maintain boundedness of the solution.

Figure 2: Estimates of relative error in solutions of (5.1), (5.2), (5.3) computed using a 2-node block KSS
method on an N-point grid, with time step ∆t, for various values of N and ∆t.



James V. Lambers / Adv. Appl. Math. Mech., 6 (2009), pp. 781-798 795

5.2 Three-dimensional problems

We now apply a 2-node block KSS method to Eq. (1.3), with initial conditions

Ê(x, y, z, 0) = F(x, y, z),
∂Ê
∂t

(x, y, z, 0) = G(x, y, z), (5.6)

with periodic boundary conditions. The coefficients µ(x, y, z) and ε(x, y, z) are defined
as in Section 5.1, and are given by

µ(x, y, z) = 0.4077 + 0.0039 cos z + 0.0043 cos y− 0.0012 sin y
+0.0018 cos(y + z) + 0.0027 cos(y− z) + 0.003 cos x
+0.0013 cos(x− z) + 0.0012 sin(x− z)
+0.0017 cos(x + y) + 0.0014 cos(x− y), (5.7)

ε(x, y, z) = 0.4065 + 0.0025 cos z + 0.0042 cos y + 0.001 cos(y + z)
+0.0017 cos x + 0.0011 cos(x− z)
+0.0018 cos(x + y) + 0.002 cos(x− y). (5.8)

The components of F and G are generated in a similar fashion, except that the x- and
z-components are zero.

Table 2 and Fig. 3 demonstrate the convergence behavior using error estimates
for solutions computed using K=2 block quadrature nodes per coefficient in the basis
described in Section 4.1. As before, the error estimate for each solution is obtained by
taking the `2-norm of the relative difference between the y-component of the solution,
and that of a solution computed using a smaller time step ∆t=1/64 and the maximum
number of grid points. We observe similar qualitative behavior, for decreasing ∆t and
increasing N, as in the two-dimensional case.

In a few cases, for larger values of ∆t, there are slight increases in the error as N, the
number of grid points per dimension is doubled. This is due to the inclusion of higher-
frequency components that, for larger ∆t, are not computed with sufficient accuracy.
Although the initial data and coefficients are bandlimited, the solution is not, due to
the heterogeneity of the coefficients, thus allowing these higher-frequency errors to be

Table 2: Estimates of relative error in solutions of (1.3), (5.6) computed using a 2-node block KSS method
on an N-point grid, with time step ∆t, for various values of N and ∆t.

∆t N = 16 N = 32
1 1.608e-2 1.609e-2
1/2 2.249e-4 2.250e-4
1/4 1.563e-6 1.563e-6
1/8 3.382e-8 1.794e-8
1/16 2.108e-8 2.026e-10
1/32 2.101e-8 2.721e-12
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Figure 3: Estimates of relative error in solutions of (1.3), (5.6) computed using a 2-node block KSS method
on an N-point grid, with time step ∆t, for various values of N and ∆t.

introduced. As ∆t decreases, these higher-frequency components are resolved with
sufficient accuracy to yield the expected decrease in error as N increases.

We tried solving this same problem with MATLAB’s most accurate ODE solvers,
ode45 and ode15s, the algorithms for which are described in [24]. This is accom-
plished by rewriting (1.3) as a first-order system for the components of Ê and its time
derivative. Unfortunately, ode15s used too much memory and failed to produce a
solution. Accurate results could be obtained for ode45 for the coarser grid, and these
were comparable to the results obtained by KSS methods, although the order of accu-
racy was slightly less. However, as N increased, ode45 was unable to obtain reason-
able accuracy for the same time steps, due to instability. Future analysis will include
comparisons of KSS methods and competing methods, implemented in compiled lan-
guages, as comparison of execution time in MATLAB can be misleading (see [19]).

6 Conclusions

We have demonstrated that KSS methods can be applied to Maxwell’s equations with
smoothly varying coefficients. The order of temporal accuracy is the same as for
the wave equation, even though Fourier coefficients are now represented by bilin-
ear forms involving non-self-adjoint matrices, which are treated as Riemann-Stieltjes
integrals over contours in the complex plane. Future work will extend the approach
described in this paper to more realistic applications by using symbol modification to
efficiently implement perfectly matched layers, and various techniques to effectively
handle discontinuous coefficients.
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