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#### Abstract

We review the level set methods for computing multi-valued solutions to a class of nonlinear first order partial differential equations, including Hamilton-Jacobi equations, quasi-linear hyperbolic equations, and conservative transport equations with multi-valued transport speeds. The multivalued solutions are embedded as the zeros of a set of scalar functions that solve the initial value problems of a time dependent partial differential equation in an augmented space. We discuss the essential ideas behind the techniques, the coupling of these techniques to the projection of the interaction of zero level sets and a collection of applications including the computation of the semiclassical limit for Schrödinger equations and the high frequency geometrical optics limits of linear wave equations.
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## 1 Introduction

In the computation of wave propagation, when the wave field is highly oscillatory, direct numerical simulation of the wave dynamics can be prohibitively costly and approximate models for wave propagation must be used. The resulting approximate models are often nonlinear, and the corresponding classical entropy or viscosity type solutions are not adequate in describing the wave behavior beyond the singularity, where multi-valued solutions in physical space are needed. Therefore, capturing multi-valued solutions by efficient algorithms is an important issue. Examples include dispersive waves [30, 40, 62], optical waves [17,18], seismic waves [23,57,61], semiclassical limits of Schrödinger equations $[10,33,56]$, electron beam modulation in vacuum electronic devices [41], etc. More applications arise constantly.

The level set method has been a highly successful computational technique for capturing the evolution of curves and surfaces $[49,50]$ with applications in diverse areas such as multi-phase fluids, computer vision, imaging processing, optimal shape design, etc. This paper reviews a newly developed level set framework for the computation of multivalued solutions of a large class of nonlinear PDEs that are encountered in various high frequency wave propagation problems mentioned above. We hope that this article will help the community understand how ideas of the level set method have been used in this challenging area, and the problems that remain in extending this method to other physical applications.

### 1.1 Asymptotic methods

We consider a complex wave field $u^{\epsilon}(x, t)$ governed by a linear wave type equation, say the Schrödinger equation

$$
i \epsilon u_{t}^{\epsilon}=-\frac{\epsilon^{2}}{2} \Delta u^{\epsilon}+V(x) u^{\epsilon}
$$

where $V(x)$ is a given potential, and $\epsilon>0$ denotes a re-scaled Planck constant. Here the regime of interest is the so called semiclassical approximation where $\epsilon$ tends to zero. A widely used classical approach is the so called WKB method or geometrical optics, which uses asymptotic approximations obtained when the small scale goes to zero.

The derivation of the WKB system comes through a formal expression

$$
\begin{equation*}
u^{\epsilon}(x, t)=A^{\epsilon}(x, t) \exp (i S(x, t) / \epsilon) . \tag{1.1}
\end{equation*}
$$

Assuming that the phase $S$ and the amplitude $A^{\epsilon}$ are sufficiently smooth, we expand the amplitude in powers of $\epsilon$ :

$$
A^{\epsilon}=A_{0}+\epsilon A_{1}+\epsilon^{2} A_{2}+\cdots
$$

Insertion of this expression into the underlying linear wave equation and balancing terms of $\mathcal{O}(1)$ order in $\epsilon$ gives separate equations for $A$ and $S$.

The phase will satisfy a nonlinear first order equation of Hamilton-Jacobi (HJ) type

$$
\begin{equation*}
S_{t}+H\left(x, \nabla_{x} S\right)=0 \tag{1.2}
\end{equation*}
$$

where $H(x, p)$ is a Hamiltonian. For instance, $H(x, p)=\frac{1}{2}|p|^{2}+V(x)$ for the Schrödinger equation.

The leading order term in the amplitude, $A_{0}$, solves a transport equation of the following form

$$
\begin{equation*}
\rho_{t}+\nabla_{x}\left(\rho \nabla_{p} H\left(x, \nabla_{x} S\right)=0\right. \tag{1.3}
\end{equation*}
$$

where $\rho=A_{0}^{2}$. When $\epsilon$ is small, the leading term, $A_{0}$, becomes significant.
The above system is only weakly coupled since the phase $S$ solves the Hamilton-Jacobi equation that is independent of the amplitude. Instead of the oscillatory wave field, the unknowns in the WKB system are the phase $S$ and the amplitude $A_{0}$, neither of which depends on the small scale. Hence they are usually easier to compute numerically.

### 1.2 Multi-valued solutions

The solution of the Hamilton-Jacobi equation in general does not posses a superposition principle as the solution of the original linear wave equation does, and develops singularities in the derivatives in finite times. The so called viscosity solution can be used to define a notion of unique weak solution $[14,39]$. However, this class of weak solutions is not adequate for treating dispersive wave propagation problems or solution to the wave equation because crossing wave fronts and superposition of solutions are important. Moreover, using the entropy or viscosity notion in solving the transport equation (1.3) may lead to a measure-valued solution. This means that the intensity $A^{2}$ may develop a Dirac delta function supported along the shock curves of the phase variable $S$. See e.g. [4, $7,8,15,27,54]$. These singularities are called caustics and the energy of the wave becomes infinite there. This clearly contradicts the a priori estimates for the underlying linear wave equation.

A natural way to avoid such difficulties is to seek multi-valued phases corresponding to crossing waves. This means that in general for every non-caustic location in space and time, $(x, t)$, a set of phase functions $\left\{S_{i}\right\}, i=1,2, \cdots$ is constructed. Each of these functions is a solution of the Hamilton-Jacobi equation in a neighborhood of $(x, t)$ with suitable boundary conditions that couple them together. This set of solutions is referred to as the multi-valued solution of the Hamilton-Jacobi equation. Each $S_{i}$ is called a branch of the multi-valued solution. In the context of wave propagation, each branch corresponds to an arrival of certain phases at that location while the viscosity solution picks out the phase corresponding to the first arrival wave.

### 1.3 Numerical methods

The classical way to compute the multi-phases is through Lagrangian methods (ray tracing). The ray equations are nothing but the characteristic system of the HJ equation

$$
\begin{equation*}
\frac{d x}{d t}=\nabla_{p} H(x, p), \quad \frac{d p}{d t}=-\nabla_{x} H(x, p) \tag{1.4}
\end{equation*}
$$

where $p$ is the momentum variable in phase space. The amplitude $A_{0}$ along the ray can also be computed via tracking the geometric spreading across the wave front:

$$
q(t):=\operatorname{Det} \frac{\partial x\left(t ; x_{0}\right)}{\partial x_{0}}
$$

where $x_{0}$ is the initial value of $x$ for the ray equations. For scalar wave equations, the amplitude is related to $q$ by

$$
\frac{A_{0}^{2}(x(t))}{c^{2}(x(t))} q(t)=\frac{A_{0}^{2}(x(0))}{c(x(0))} q(0)
$$

We can track $q(t)$ by evolving the dependence of the ray solution on the initial conditions $x_{0}$, i.e., $\partial x\left(t ; x_{0}\right) / \partial x_{0}$ and $\partial p\left(t ; x_{0}\right) / \partial x_{0}$. Note that $p\left(0 ; x_{0}\right)$ describes the initial wave front geometry in the physical space.

This method is easy to implement, but has an obvious drawback which lies in numerically maintaining adequate spatial resolution of the wave front in regions with diverging rays. This problem is avoided in Eulerian methods, through the use of uniform grids in their computations, see, e.g., $[2,3]$. As we mentioned in the previous section, Eulerian methods that are based on solving the HJ equation, however, have difficulties in handling the multi-valued solutions [16].

One approach for improving physical space-based Eulerian methods is the use of a kinetic formulation in the phase space $(t, x, p)$, in terms of a particle density function $w(t, x, p)$ that satisfies Liouville's equation

$$
\begin{equation*}
w_{t}+\nabla_{p} H \cdot \nabla_{x} f-\nabla_{x} H \cdot \nabla_{p} w=0 . \tag{1.5}
\end{equation*}
$$

Such a formulation was first used in the context of multi-phase computation for optical waves $[6,17,18]$.

A direct link between the above Liouville equation and the original wave field $u^{\epsilon}$ is in the scaled Wigner transform

$$
\begin{equation*}
w^{\epsilon}(t, x, p)=\left(\frac{1}{2 \pi}\right)^{d} \int e^{i p \cdot y} u^{\epsilon}(t, x-\epsilon y / 2) \bar{u}^{\epsilon}(x+\epsilon y / 2) d y \tag{1.6}
\end{equation*}
$$

where $\bar{u}$ is the conjugate of $u$. The Wigner function $w(t, x, p)$ is not necessarily positive. It becomes positive in the limit $\epsilon \rightarrow 0$. Moreover, it has the property

$$
\begin{equation*}
\int w^{\epsilon}(t, x, p) d p=u^{\epsilon}(t, x) \bar{u}^{\epsilon}(t, x) \tag{1.7}
\end{equation*}
$$

The limiting equation for $w$ when $\epsilon \rightarrow 0$ leads to the above Liouville equation (1.5). Wigner transform has been widely used in the study of high frequency, homogenization limits of various equations, see e.g., $[24,32,42,53,56]$. The limit $w$ of $w^{\epsilon}$ is a locally bounded nonnegative measure and for the WKB form of solution we have

$$
w(t, x, p)=A^{2}(t, x) \delta\left(p-\nabla_{x} S\right)
$$

from which it follows that the amplitude at a point $x$ is given as the integral of $w$ over the phase variable,

$$
A^{2}(t, x)=\int w(t, x, p) d p
$$

The support of $w$ corresponds to the wave front. The Wigner transformation provides a phase space description of the equations of the problem and has been shown to be very useful for asymptotics since it "unfolds" the caustics, due to the linearity of the Liouville equation in phase space. This technique provides an alternate approach to the WKB method, see, e.g., [56]. There is, however, a serious drawback with direct numerical approximations of the Liouville equation which is the need for a large set of independent variables in the phase space. There are two ways to remedy this problem which are suggested in the literature. One is the moment method, which is based on reducing the number of independent variables by introducing equations for moments, see [5, 6, $17,26,28,33]$. The other is based on computations of special wave front solutions. For tracking wave fronts in geometric optics, geometry based methods in phase space such as the segment projection method [19] and the level set method [10,11, 48,51] have been recently introduced. Consult [18] for a recent survey on computational high-frequency wave propagation.

Recently a geometric viewpoint has been adopted in place of the kinetic one in phase space. With this new viewpoint a new level set method framework has been developed for computing multi-valued phases and other physical observables in the entire physical domain in $[10,34-36,43]$.

A key idea in $[10,36,43]$ is to represent the $n$-dimensional bi-characteristic manifold of the Hamiltonian-Jacobi equation in phase space by an implicit vector level set function $\phi(t, x, p)$, whose components solves the same Liouville equation

$$
\begin{equation*}
u_{t}+\nabla_{p} H \cdot \nabla_{x} u-\nabla_{x} H \cdot \nabla_{p} u=0 . \tag{1.8}
\end{equation*}
$$

The multi-valued phase gradient, $\nabla_{x} S$, is realized by the zero level set

$$
\phi(t, x, p)=0 .
$$

The multi-valued function $S$ can be resolved on the entire physical domain by the intersection of $n+1$ zero level sets in the jet space ( $x, p, z$ ) through solving $n+1$ level set equations [10, 43].

Based on the level set framework in the phase space, the amplitude is evaluated:

$$
\rho(t, x)=\int f(t, x, p) \delta(\phi) d p
$$

where the quantity $f$ also solves the same Liouville equation $\phi=0$ but with initial density $\rho(x, 0)$ as initial data. The multi-valued higher moments can be also resolved by integrating $f$ along the bi-characteristic manifold in the phase directions, see [34,35].

The main advantages of these new approaches, in contrast to the standard kinetic approach using the Liouville equation with a Dirac measure initial data, include: 1) the Liouville equations are solved with $L^{\infty}$ initial data, and a singular integral involving the Dirac- $\delta$ function is evaluated only in the post-processing step, thus avoiding oscillations and excessive numerical smearing; 2) a local level set method can be utilized to significantly reduce the computation cost in the phase space. These methods can be used to compute all physical observables for multidimensional problems.

In computing the level set equation in phase space, since the area of interest is close to the zero level set, it is possible to use fast local level set techniques in the same manner as in, e.g., $[10,11,48,51]$, which will reduce the computational cost and also reduce the storage requirements [46]. Recently, Cheng proposed what appear to be a very efficient semi-Lagrangian method that is specialized for the phase space level set calculation on adaptive grids [9].

In this paper we shall mainly focus on various level set formulations and associated numerical techniques applied to several important wave equations. Section 2 is devoted to the level set framework in both phase space and jet space for general first-order PDEs. We shall mainly follow the presentation in $[10,43]$, in which a level set framework is set up for capturing both velocity and the phase $S$, as well as multi-valued solutions for very general first order PDEs. In Section 3 we discuss the computation of the semiclassical limit, adapted from [35]. Section 4 is devoted to more general WKB system and applications to symmetric hyperbolic wave equations, following [34]. We refer to [10,34-36,43] for various numerical examples. Finally we give a summary and point out some new directions of research.

## 2 Level set framework for first order equations

### 2.1 Level set framework for graph evolution

We start with a scalar conservation law of the form

$$
u_{t}+\nabla_{x} \cdot F(u)=0, \quad u(x, 0)=g(x)
$$

Singularities in the derivatives of solutions will generally develop in finite time even for a large class of very smooth initial values. This happens when characteristics collide at a physical location. After the occurrence of each singularity, the entropy solution is often chosen to capture the physically relevant solution in applications such as gas dynamics. However, when we regard the characteristics equations as a system of ordinary differential equations in its configuration space, we see that the existence of the ODE solutions suggests multi-valued solutions beyond the collision of characteristic curves.

In fact, the multi-valued nature of this problem can be seen from the following implicit formula for the solution

$$
u(x, t)=g\left(x-F^{\prime}(u) t\right) ;
$$

when $\nabla_{x} g \cdot F^{\prime \prime}(u)<0$, it is possible to have more than one solution at each $(x, t)$.
To track a multi-valued solution, we may simply evolve the graph of $u(x, t)$ as a surface in the ( $x, p$ ) space by a velocity field prescribed by the characteristics. In this way, the above implicit function is equivalent to the level set formulation

$$
\phi(t, x, p)=0, \quad \phi:=p-g\left(x-F^{\prime}(p) t\right) .
$$

This implicit representation is still valid beyond the crossing of characteristics. We can easily derive the evolution equation for $\phi$ in the phase space $(x, p)$ :

$$
\partial_{t} \phi+F^{\prime}(p) \cdot \nabla_{x} \phi=0,
$$

subject to the initial data

$$
\phi(0, x, p)=p-g(x) .
$$

We can thus capture the multi-valued solution of the above quasi-linear equation by solving the level set equation followed by a post-projection procedure

$$
(x, u) \in\{(x, p) \mid \quad \phi(t, x, p)=0\} .
$$

Such a level set formulation based on the graph evolution can be traced back to Jacobi (who did not consider multi-valued solutions), and has been extensively used in various contexts, see e.g. [13,21,25,47,60]. These earlier works focused either on the solution before the formation of multiple values or on preventing multi-valued solutions. In $[10,36]$, the level set formulation was first used as a numerical device to capture multi-valued solutions for general quasilinear hyperbolic equations

$$
\partial_{t} u+F(u, x) \cdot \nabla_{x} u=B(u, x) .
$$

The corresponding level set equation is

$$
\partial_{t} \phi+F(z, x) \cdot \nabla_{x} \phi+B(z, x) \partial_{z} \phi=0 .
$$

It is tempting to try this same idea for the Hamilton-Jacobi equation

$$
\partial_{t} S+H\left(x, \nabla_{x} S\right)=0
$$

That is, let the solution $S$ be realized by an implicit relation

$$
\phi(t, x, z)=0, \quad z=S(x, t) .
$$

Differentiation in both $x$ and $t$ leads to

$$
\partial_{t} S=-\frac{\phi_{t}}{\phi_{z}}, \quad \nabla_{x} S=-\frac{\nabla_{x} \phi}{\phi_{z}} .
$$

The equation for $\phi$ can be formally written as

$$
\phi_{t}-H\left(x,-\frac{\nabla_{x} \phi}{\phi_{z}}\right) \phi_{z}=0 .
$$

However, unless $H(x, p)$ is linear in $p$, this nonlinear formulation is not appropriate for computing multi-valued solution $S$. To unfold the singularity caused by nonlinearity in $p$, one has to add $p=\nabla_{x} S$ into the configuration space.

Following [43] we present a systematic level set framework in the jet space for general first order PDEs.

### 2.2 Level set formulation in jet space

We consider a general first-order nonlinear equation

$$
\begin{equation*}
G\left(\xi, u, \nabla_{\xi} u\right)=0, \tag{2.1}
\end{equation*}
$$

where $G:(\xi, z, q) \in \mathbb{R}^{m} \times \mathbb{R} \times \mathbb{R}^{m}: \mapsto \mathbb{R}$ is a smooth function, $u \in \mathbb{R}$ is the unknown function of $\xi \in \mathbb{R}^{m}$. Furthermore, $G(\xi, z, q)$ satisfies the non-degeneracy assumption

$$
\left|\nabla_{q} G(\xi, z, q)\right|^{2} \neq 0
$$

which ensures that (2.1) is a first order equation.
Following [10, 43], we introduce a generic level set function $\phi(\xi, z, q)$ in an extended space $(\xi, z, q) \in \mathbb{R}^{2 m+1}$ so that the solution $z=u(\xi)$, and also its gradient $\nabla_{\xi} u$, stay on the zero level set

$$
\phi(\xi, z, q)=0, \quad z=u(\xi), \quad q=\nabla_{\xi} u(\xi) .
$$

Under the usual regularity assumptions on $G$ and the initial data, the characteristics of (2.1) exists at least locally. Let such characteristics be parameterized as $(\xi, z, q)=$ $(\xi, z, q)(\tau)$. The level set function should be independent of the parameter $\tau$. Therefore,

$$
\frac{d}{d \tau} \phi(\xi(\tau), z(\tau), q(\tau)) \equiv 0
$$

which gives the level set equation

$$
\vec{A} \cdot \nabla_{\{\xi, z, q\}} \phi=0,
$$

where $\vec{A}:=\left(\frac{d \xi}{d \tau}, \frac{d z}{d \tau}, \frac{d q}{d \tau}\right)$ denotes the direction field of the characteristics. According to the classical theory of characteristics for general differential equations of the first order, see [13, page142-144], the vector field is determined by

$$
A_{1}=\nabla_{q} G, \quad A_{2}=q \cdot \nabla_{q} G, \quad A_{3}=-\nabla_{\xi} G-q \cdot \partial_{z} G
$$

Thus the level set equation is

$$
\begin{equation*}
\nabla_{q} G \cdot \nabla_{\xi} \phi+q \cdot \nabla_{q} G \partial_{z} \phi-\left(\nabla_{\xi} G+q \partial_{z} G\right) \cdot \nabla_{q} \phi=0, \tag{2.2}
\end{equation*}
$$

which, as a linear homogeneous equation, serves to 'unfold' multi-valued quantities wherever they occur in the physical space. The level set equation in such generality can be used to capture characteristics systems of the problem, including the bi-characteristics strips, the solution value $u$ and its gradient $\nabla u$.

The construction of the level set functions $\phi$ at initial time is dependent on the specific details of each problem, and we shall discuss this issue in each specific problem that we discuss.

In the following, we review two common types of problems that can be solved by the Jet Space Level Set Formulation.

### 2.2.1 Level set formulation for quasi-linear transport equations

Consider the first-order time-dependent transport equation:

$$
\begin{equation*}
\partial_{t} u+F(u, x, t) \cdot \nabla_{x} u=B(u, x, t), \quad x \in \mathbb{R}^{n}, \quad u \in \mathbb{R}^{1} \tag{2.3}
\end{equation*}
$$

Take $\xi=(t, x)$ and $q=\left(p_{0}, p\right)$ with $p_{0}=\partial_{t} u, \quad p:=\nabla_{x} u$, and the equation (2.3) can be rewritten as $G=0$ where

$$
G:=p_{0}+F(z, x, t) \cdot p-B(z, x, t), \quad z=u
$$

A simple calculation gives

$$
\nabla_{q} G \cdot \nabla_{\xi} \phi=\partial_{t} \phi+F(z, x, t) \cdot \nabla_{x} \phi
$$

and

$$
q \cdot \nabla_{q} G \phi_{z}=(1, F) \cdot\left(p_{0}, p\right)=p_{0}+F \cdot p=B(z, x, t) \phi_{z},
$$

where we use the fact $G=p_{0}+F \cdot p-B=0$. The level set equation (2.2) in this setting reduces to

$$
\partial_{t} \phi+F \cdot \nabla_{x} \phi+B \partial_{z} \phi+A_{3} \cdot \nabla_{q} \phi=0,
$$

where

$$
A_{3}=\left(-\partial_{t} G-p_{0} \partial_{z} G,-\nabla_{x} G-p \partial_{z} G\right) .
$$

Note that the transport speeds in the $x$ and $z$-directions do not explicitly depend on ( $p_{0}, p$ ). Therefore, the level set function will not depend on $q=\left(p_{0}, p\right)$ if it does not do so initially. Thus, the effective level set equation in the phase space $(t, x, z)$ reads as

$$
\begin{equation*}
\partial_{t} \phi+F \cdot \nabla_{x} \phi+B \partial_{z} \phi=0 . \tag{2.4}
\end{equation*}
$$

With the initial data

$$
\phi(0, x, z)=z-u_{0}(x),
$$

the solution $u$ to (2.3) can be determined as the zero level set,

$$
u \in\{z, \quad \phi(t, x, z)=0\} .
$$

In this case, we only need one level set function $\phi$. Here the level set $\phi(t, x, u)=0$ can be regarded as a complete integral to (2.4), which implicitly determines $u$, see [13, page 140].

### 2.2.2 Level set formulation for Hamilton-Jacobi equations

Consider a generalized Hamilton-Jacobi equation

$$
\begin{equation*}
\partial_{t} S+H\left(x, S, \nabla_{x} S\right)=0 \tag{2.5}
\end{equation*}
$$

Note that classically, Hamilton-Jacobi equations refer to the ones for which $H$ is a Hamiltonian function and is independent of the solution $S$. However, in literatures, equation of the form (2.5) is also called the same name. Here, we call it a generalized Hamilton-Jacobi equation to distinguish it from the classical case. The dependence of $S$ fundamentally changes the behavior of the solution.

Since the generalized Hamiltonian $H(x, z, p)$ may be nonlinear in all its arguments, we need to develop the level set formulation in the jet space, with $t$ as a marching parameter.

A straightforward calculation based on the above gives an effective level set equation for (2.5)

$$
\begin{equation*}
\partial_{t} \phi+\nabla_{p} H \cdot \nabla_{x} \phi+\left(p \cdot \nabla_{p} H-H\right) \partial_{z} \phi-\left(\nabla_{x} H+p H_{z}\right) \cdot \nabla_{p} \phi=0, \tag{2.6}
\end{equation*}
$$

where $\phi:=\phi(t, x, z, p)$ is well defined in the space $(x, z, p) \in \mathbb{R}^{2 n+1}$ for fixed $t$. We need $n+1$ independent level set functions in this case. Their common zero level set captures the desired solution in phase space.

If the Hamiltonian $H$ does not depend explicitly on $S$, i.e., $H_{z}=0$, (2.6) will lead to the level set equation in phase space

$$
\begin{equation*}
\partial_{t} \phi+\nabla_{p} H \cdot \nabla_{x} \phi+\left(p \cdot \nabla_{p} H-H\right) \partial_{z} \phi-\nabla_{x} H \cdot \nabla_{p} \phi=0 . \tag{2.7}
\end{equation*}
$$

Note that when $H$ does not depend on $z$ explicitly, the level set function $\phi$ will be independent of $z$, if it is chosen so initially. Therefore, if one just wants to capture the wave front or resolve the gradient of $S$, the effective level set equation reduces to

$$
\begin{equation*}
\partial_{t} \phi+\nabla_{p} H \cdot \nabla_{x} \phi-\nabla_{x} H \cdot \nabla_{p} \phi=0 . \tag{2.8}
\end{equation*}
$$

This is the well-known Liouville equation. In this case, $n$ independent level set functions are needed.

Finally, the initial data for equation (2.7) can simply be chosen as

$$
\begin{aligned}
& \phi_{1}(0, x, z, p)=z-S_{0}(x) \\
& \phi_{i}(0, x, z, p)=p_{i}-\partial_{x_{i}} S_{0}(x), \quad i=2,3, \cdots, n+1 .
\end{aligned}
$$

In the case of equation (2.8), $\phi_{1}$ is not needed.

### 2.3 Numerical implementation

Let us illustrate this by an example of equation (2.8) in $\mathbb{R}^{2}$ with the inhomogeneous Hamiltonian $H(x, p)=\left(p^{2}+x^{2}\right) / 2$. This is a Hamiltonian flow and the total energy $H(x(t), p(t))$ is invariant under the flow. More precisely, for $t \geq 0,(x(t), p(t))$ stays on the invariant manifold $\mathcal{M}_{0}$, which is the $H_{0}$ level set of the Hamiltonian $H$ determined by the initial data $\left(x_{0}, p_{0}\right)$. Furthermore, since the Hamiltonian is unbounded at infinity, $\mathcal{M}_{0}$ is a bounded closed submanifold in the phase space. Hence, the range of $(x, p)$ is determined by the given initial data and the Hamiltonian.

With the initial data $\left(x_{0}, p_{0}\right)=(\sqrt{2}, \sqrt{2})$, the invariant manifold $\mathcal{M}_{\sqrt{2}}$ is the two-level set of $H$, corresponding to the circle with radius two, centered at the origin. Therefore, the possible range of $p$ for this system is bounded by the extrema of $p$ constraint on the circle; in this example it is $[-2,2]$. Correspondingly, we can determine the range of $x$. Of course, for our problem, we generally evaluate a system of such flows determined by $\left(x, \partial_{x} S_{0}(x)\right)$, with $x \in \Omega_{x}$ and $\Omega_{x}$ compact. We then determine the range of $(x, p)$ needed for computation by obtaining bounds determined from each energy level set $\mathcal{M}_{x}, x \in \Omega_{x}$.

We implement the level set method for computing multi-valued velocity fields. Our algorithm for computing the velocity can be summarized as follows.

1. Initialize: construct the level set functions $\Phi_{0}=\left(\phi_{j}^{(0)}\right)$ that embed the initial data $\nabla_{\mathbf{x}} S_{0}$,

$$
\phi_{j}^{(0)}(\mathbf{x}, \mathbf{k})=k_{j}-\frac{\partial}{\partial x_{j}} S_{0}(\mathbf{x}), \quad j=1, \cdots, n .
$$

2. Evolve the Liouville equation in phase space using $\phi_{j}^{(0)}$ constructed above as initial conditions:

$$
\begin{aligned}
& w_{t}+\nabla_{\mathbf{k}} H \cdot \nabla_{\mathbf{x}} w-\nabla_{\mathbf{x}} H \cdot \nabla_{\mathbf{k}} w=0, \\
& w(0, x, p)=\phi_{j}^{(0)}, \quad j=1, \cdots, n .
\end{aligned}
$$

3. Realize the multi-valued velocity by projection onto the common zero sets of level set functions $\phi_{j}(t, x, p)$, i.e.,

$$
u \in \bigcap_{j=1}^{n}\left\{p, \quad \phi_{j}(t, x, p)=0\right\} .
$$

We suggest some guiding principles for designing a level set algorithm for multivalued solutions, following [43]:

- When implementing the level set method, reducing to a lower dimension is preferred in order to lower the computational cost. In general such a reduction is indeed possible if the variables in the lower dimension give us the quantities we want to compute and these variables independently evolve along the characteristic field in the full space $(\xi, z, q)$.
- If the reduced space dimension is $m$ and the object of interest is $k$ dimensional, then we use $m-k$ level set functions.
- The initial data should be chosen in such a way that the interaction of zero level sets of these chosen initial data uniquely embeds the given initial data in the original PDE problem.

Consult [10, 36] for more implementation details and numerical examples. We also refer to [43] for numerical procedures of computing multi-valued phase $S$ as well as multi-valued solutions to general first order PDEs.

So far, most of the published work in computing multi-valued solutions using the level set method deal with either classical Hamilton-Jacobi equations or linear Schrödinger equations. The corresponding phase space equations are the Liouville equations in two to six dimensions, depending on the dimension of the original wave equations. What is special about the level set formulations discussed above is that only the lower dimensional Lagrangian manifolds are of real interests, as they describe the propagation of the wave fronts and the energy. Due to the nature of convection, the evolution of a non-characteristics data set is dependant only on itself. Therefore, conventional local level set techniques can be combined with high resolution WENO discretizations for the partial derivatives and a Runge-Kutta time step discretization to compute the evolution. Notice that forward Euler in time together with 5th order WENO discretization does not yield stable numerical schemes. An interesting approach using spectral and discontinuous Galerkin methods can be found in [12].

Recently, there have developed several numerical approaches that are specialized for phase space calculations. These approaches adopted semi-Lagrangian methods that can be derived by back-tracing characteristics from each grid node. In general, semi-Lagrangian methods have the flexibility of handling non-regular grid geometries as long as suitable interpolation algorithms exist for the particular grid structure. Hence, a fine grid concentrating at the zeros of the level set functions can be created to maintain uniform resolution at all time. See $[9,52]$.

When computing the Liouville equation with discontinuous Hamiltonian in spatial variables, one encounters additional difficulties. The simplest case is the transmission problem for optical waves [11]. Some numerical techniques have been recently introduced by Jin et al $[37,38]$, so that the Hamiltonian is still preserved after crossing discontinuities.

Depending on the phase space that is adopted, appropriate boundary conditions should be imposed on the computation boundaries so that the problem is well-posed and no artificial and spurious wave fronts are generated and propagated into the computational domain. If the entire wave fronts are contained in the computational domain, Neumann boundary conditions can be used at the computation boundaries. In certain situations when the computational domain covers only a portion of a closed wave front, Neumann conditions might not be suitable since it may alter the geometry of the wave fronts. Please see [48] for some examples in geometrical optics.

## 3 Semiclassical approximations

We now turn to applications of level set methods introduced previously. Consider the linear Schrödinger equation

$$
\begin{equation*}
i \epsilon \partial_{t} \psi^{\epsilon}=-\frac{\epsilon^{2}}{2} \Delta \psi^{\epsilon}+V(x) \psi^{\epsilon}, \quad x \in \mathbb{R}^{n} \tag{3.1}
\end{equation*}
$$

subject to a highly oscillatory initial wave function

$$
\begin{equation*}
\psi(x, 0)=A_{0}(x) \exp \left(i S_{0}(x) / \epsilon\right) \tag{3.2}
\end{equation*}
$$

where $V$ is a given smooth potential, and $\epsilon$ is the scaled Planck constant. In the semiclassical regime which corresponds to a small value $\epsilon$, the wave field $\psi^{\epsilon}$ and its associated physical observables become highly oscillatory within the wave length $O(\epsilon)$, directly, and thus numerical simulation of the wave field becomes very costly. A natural way to remedy this problem is to use some approximate models which can resolve the small-scale in the wave field. The classical approach is the WKB method, which are asymptotic approximations obtained as the small scale goes to zero. The WKB (Wentzel-Kramers-Brillouin) ansatz consists of representing the wave field function $\psi^{\epsilon}$ in the form

$$
\begin{equation*}
\psi^{\epsilon}(x, t)=A^{\epsilon}(x, t) \exp (i S(x, t) / \epsilon), \quad A^{\epsilon}(x, t)=\sum_{j=0}^{\infty} \epsilon^{j} A_{j}(x, t) \tag{3.3}
\end{equation*}
$$

With this decomposition, the most singular part of the wave field is characterized by two quantities, the phase function $S$ which satisfies a nonlinear eikonal equation and the amplitude function $A$ which, to leading order, satisfies a transport equation, i.e.,

$$
\begin{align*}
& \partial_{t} S+\frac{\left|\nabla_{x} S\right|^{2}}{2}+V(x)=0  \tag{3.4}\\
& \partial_{t} A_{0}^{2}+\nabla_{x} \cdot\left(A_{0}^{2} \nabla_{x} S\right)=0 \tag{3.5}
\end{align*}
$$

This is a weakly coupled system which means that one could solve the phase $S$ independent of the position density $\rho=\left|A_{0}\right|^{2}$.

### 3.1 Phase and velocity

The phase equation (3.4) is a Hamilton-Jacobi equation of the form

$$
\begin{equation*}
\partial_{t} S+H\left(x, \nabla_{x} S\right)=0, \quad x \in \mathbb{R}^{n} \tag{3.6}
\end{equation*}
$$

with $H(x, p)=|p|^{2} / 2+V(x)$. In [10] the authors introduced a systematic level set framework to compute the multi-valued solutions to Hamilton-Jacobi equations. The phase gradient is implicitly embedded into a n-dimensional manifold, which is the intersection of zero sets of $n$ level set functions, each satisfying the Liouville equation

$$
\begin{equation*}
\partial_{t} \phi+p \cdot \nabla_{x} \phi-\nabla_{x} V \cdot \nabla_{p} \phi=0 \tag{3.7}
\end{equation*}
$$

This also gives the multi-valued solution to the equation

$$
\begin{equation*}
\partial_{t} u+u \cdot \nabla_{x} u=-\nabla_{x} V, \tag{3.8}
\end{equation*}
$$

which is formally the gradient of the Hamilton-Jacobi equation (3.6). Here $u=\nabla_{x} S$ is the phase gradient and can be regarded as the corresponding velocity. The averaged velocity will be evaluated via the formula (3.14).

As pointed in [10], the equation (3.7) in phase space is not enough to resolve the phase $S$; an additional level set function in the augmented space ( $x, p, z$ ) with $z=S(x, t)$ is used in [10] to resolve the multi-valued phase. More precisely, the multi-valued phase is captured by solving the level set equation, a special case of (2.7):

$$
\begin{equation*}
\partial_{t} \phi+p \cdot \nabla_{x} \phi+\left(\frac{|p|^{2}}{2}-V(x)\right) \partial_{z} \phi-\nabla_{x} V \cdot \nabla_{p} \phi=0, \tag{3.9}
\end{equation*}
$$

subject to initial data $\phi(0, x, z, p)=\left(p-\nabla_{x} S_{0}(x), z-S_{0}(x)\right)^{\top}$. The intersection of components of the obtained vector level set function gives the co-dimensional $n$ object.

### 3.2 Density evaluation

With the obtained phase and phase gradient, we now discuss the new technique introduced in [35] to resolve the position density $\rho:=|A|^{2}$ from (3.5), i.e.,

$$
\begin{equation*}
\partial_{t} \rho+\nabla_{x} \cdot\left(\rho \nabla_{x} S\right)=0 . \tag{3.10}
\end{equation*}
$$

Obviously, at points where physical solutions for the phase are multi-valued, the corresponding density will also become multi-valued. The new difficulty for computing the density is that it may become unbounded wherever the phase starts to become multivalued.

We now sketch the main idea in [35] by taking the 1-dimensional Schrödinger equation as an illustration, for the multi-dimensional case we refer the readers to [34]; see also Section 4.2 below for the general case. First the scalar level set function $\phi(t, x, p)$, defined in the phase space $(x, p) \in \mathbb{R}^{2}$ with $p=S_{x}$, satisfies a linear Liouville equation

$$
\begin{equation*}
\partial_{t} \phi+p \phi_{x}-V_{x} \phi_{p}=0 . \tag{3.11}
\end{equation*}
$$

This level set function initiated as $p-\partial_{x} S_{0}(x)$ forms a 1-dimensional manifold in $(x, p)$ space.

In what follows we denote $\tilde{S}$ and $\tilde{\rho}$ as representatives of $S$ and $\rho$ in the phase space, respectively, so that

$$
\tilde{S}(t, x, u(t, x))=S(t, x), \quad \tilde{\rho}(t, x, u(t, x))=\rho(t, x) .
$$

Hence the WKB system (3.4)-(3.5) is shown to be rewritten in phase space as

$$
\begin{align*}
& \partial_{t} \tilde{S}+p \partial_{x} \tilde{S}-\partial_{x} V \partial_{p} \tilde{S}=p^{2} / 2-V(x)  \tag{3.12}\\
& \partial_{t} \tilde{\rho}+p \partial_{x} \tilde{\rho}-\partial_{x} V \partial_{p} \tilde{\rho}=\tilde{\rho} \frac{\partial_{x} \phi}{\partial_{p} \phi} \tag{3.13}
\end{align*}
$$

The transport equation of phase representatives for general Hamiltonian is presented later in Lemma 4.1.

The strategy to resolve $\tilde{S}$ is to look at the graph of the function $z=\tilde{S}(x, p, t)$ in the whole domain and project the phase value onto the manifold $\phi=0$, as described above.

The key idea in [35] to handle the singularity in $\rho$ caused by the coupling with $\phi$ in (3.13) is to use a new quantity, $f(t, x, p):=\tilde{\rho}(t, x, p)\left|\partial_{p} \phi\right|$, which is shown to satisfy again the Liouville equation

$$
\partial_{t} f+p \partial_{x} f-\partial_{x} V \partial_{p} f=0, \quad f(0, x, p)=\rho_{0}(x),
$$

i.e. the concentration singularities in $\tilde{\rho}$ are cancelled out by the zeros of $\partial_{p} \phi$ !

The combination of the level set functions $\phi$ and the function $f$ enables us to compute the desired density and the velocity via the integrals

$$
\begin{equation*}
\bar{\rho}(x, t)=\int f(t, x, p) \delta(\phi) d p, \quad \bar{u}(x, t)=\int p f(t, x, p) \delta(\phi) d p / \bar{\rho} . \tag{3.14}
\end{equation*}
$$

We shall discuss the numerical implementation for evaluating the above integrals at the end of Section 4.

## 4 WKB approximation

In addition to the semiclassical approximation in Schrödinger equations, geometric optics applied to high frequency wave propagation problems often leads to a weakly coupled system of a Hamilton-Jacobi equation for phase $S$ and a transport equation for density $\rho$ :

$$
\begin{aligned}
& \partial_{t} S+H(x, \nabla S)=0, \quad(t, x) \in R^{+} \times R^{n}, \\
& \partial_{t} \rho+\nabla_{x} \cdot\left(\rho \nabla_{p} H\left(x, \nabla_{x} S\right)\right)=0 .
\end{aligned}
$$

The phase and velocity can be solved using the level set method as presented in Section 2. Following the idea introduced for the case for semi-classical approximation, we evolve the density near the $n$-dimensional bi-characteristic manifold of the Hamilton-Jacobi equation, that is identified as the common zeros of $n$ level set functions in phase space $(x, k) \in \mathbb{R}^{2 n}$. These level set functions are generated from solving the Liouville equation with initial data chosen to embed the phase gradient. Simultaneously we track a new quantity $f=$ $\tilde{\rho}(t, x, k)\left|\operatorname{det}\left(\nabla_{k} \phi\right)\right|$ by solving again the Liouville equation near the obtained zero level set $\phi=0$ but with initial density as initial data. The multi-valued density is thus resolved by integrating $f$ along the bi-characteristic manifold in the phase directions.

We now present a complete treatment of the WKB system by first reviewing our previous level set equations for multi-valued velocity and phases, and then develop the method for computing multi-valued density and other physical observables via solutions of the Liouville equation.

### 4.1 Multi-valued velocity and phase

As we argued in Section 2, the multi-valued phase gradient or velocity may be implicitly realized as the zero set of a vector level function $\phi(t, \mathbf{x}, \mathbf{p}) \in \mathbb{R}^{n}$, satisfying the Liouville equation

$$
\begin{equation*}
\partial_{t} \phi+\nabla_{\mathbf{p}} H \cdot \nabla_{\mathbf{x}} \phi-\nabla_{\mathbf{x}} H \cdot \nabla_{\mathbf{p}} \phi=0, \tag{4.1}
\end{equation*}
$$

subject to initial data $\phi(0, \mathbf{x}, \mathbf{p})=\mathbf{p}-\nabla_{\mathbf{x}} S_{0}(x)$ or its smooth approximation. Such a zero level set represents the $n$-dimensional bi-characteristic manifold in phase space $(\mathbf{x}, \mathbf{p}) \in \mathbb{R}^{2 n}$ and gives implicitly the multi-valued phase gradient; i.e.

$$
\phi(t, \mathbf{x}, \mathbf{p})=0, \quad \mathbf{p}=\nabla_{\mathbf{x}} S .
$$

However the phase $S$ can not be obtained from solving the Liouville equation (4.1) since $S$ is in general not preserved along the Hamiltonian flow. Instead, in phase space ( $\mathbf{x}, \mathbf{p}$ ) the phase solves a forced transport equation

$$
\begin{equation*}
\partial_{t} \tilde{S}+\nabla_{\mathbf{p}} H \cdot \nabla_{\mathbf{x}} \tilde{S}-\nabla_{\mathbf{x}} H \cdot \nabla_{\mathbf{p}} \tilde{S}=\mathbf{p} \cdot \nabla_{\mathbf{p}} H-H \tag{4.2}
\end{equation*}
$$

This formulation was first proposed in [10] to compute multi-valued phase solutions to Hamilton-Jacobi equations, it is then followed by a projection of the obtained phase value onto the $n$-dimensional manifold $\phi=0$, and thus we resolve the multi-valued phase in the physical space.

### 4.2 Multi-valued density

Equipped with the multi-valued phase gradient $\nabla_{x} S$ realized by the zero level set of $\phi$, we proceed to evaluate the multi-valued density.

In the physical space we rewrite the density equation (3.5) as

$$
\begin{equation*}
\partial_{t} \rho+\nabla_{\mathbf{p}} H \cdot \nabla_{\mathbf{x}} \rho=-\rho G \tag{4.3}
\end{equation*}
$$

where

$$
\begin{equation*}
G:=\nabla_{\mathbf{x}} \cdot \nabla_{\mathbf{p}} H(\mathbf{x}, \mathbf{p}), \quad \mathbf{p}=\nabla_{\mathbf{x}} S(t, \mathbf{x})=\mathbf{v}(t, \mathbf{x}) . \tag{4.4}
\end{equation*}
$$

In order to obtain the evolution equation for density in the phase space, we need to use the bi-characteristic field as shown in the following

Lemma 4.1. Let $\tilde{w}(t, \mathbf{x}, \mathbf{p})$ be a representative of $w(t, \mathbf{x})$ in the phase space such that $\tilde{w}(t, \mathbf{x}, \mathbf{v}(t, \mathbf{x}))=w(t, \mathbf{x})$. Then

$$
\partial_{t} w+\nabla_{\mathbf{p}} H \cdot \nabla_{\mathbf{x}} w=L \tilde{w}(t, \mathbf{x}, \mathbf{p})
$$

where

$$
L:=\partial_{t}+\nabla_{\mathbf{p}} H \cdot \nabla_{\mathbf{x}}-\nabla_{\mathbf{x}} H \cdot \nabla_{\mathbf{p}}
$$

denotes the Liouville operator .

Proof. Using the fact that $\tilde{w}(t, x, \mathbf{v}(t, \mathbf{x}))=w(t, \mathbf{x})$ we have

$$
\begin{aligned}
& \partial_{t} w=\partial_{t} \tilde{w}+\nabla_{\mathbf{p}} \tilde{w}(t, \mathbf{x}, \mathbf{p}) \cdot \partial_{t} \mathbf{v} \\
& \partial_{x_{j}} w=\partial_{x_{j}} \tilde{w}+\nabla_{p} \tilde{w} \cdot \partial_{x_{j}} \mathbf{v}, \quad j=1 \cdots n
\end{aligned}
$$

Thus a straightforward calculation yields

$$
\partial_{t} w+\nabla_{\mathbf{p}} H \cdot \nabla_{\mathbf{x}} w=\partial_{t} \tilde{w}+\nabla_{\mathbf{p}} H \cdot \nabla_{\mathbf{x}} \tilde{w}+\left(\partial_{t} \mathbf{v}+\nabla_{\mathbf{p}} H \cdot \nabla_{\mathbf{x}} \mathbf{v}\right) \cdot \nabla_{\mathbf{p}} \tilde{w}
$$

Differentiation of the equation $S_{t}+H(x, \mathbf{v})=0$ leads to the velocity equation

$$
\partial_{t} \mathbf{v}+\nabla_{\mathbf{p}} H \cdot \nabla_{\mathbf{x}} \mathbf{v}=-\nabla_{x} H
$$

A combination of the above two equations leads to $L \tilde{w}$ as asserted.
Based on this lemma and (4.3) we have

$$
\begin{equation*}
L \tilde{\rho}=-\tilde{\rho} G \tag{4.5}
\end{equation*}
$$

We still need to evaluate $G$, given in (4.4), in the phase space via the level set function $\phi$. Let $Q:=\nabla_{\mathbf{p}} \phi(t, \mathbf{x}, \mathbf{p})$, the invertibility of $Q$ is assumed in our formal derivation. The differentiation of $\phi(t, \mathbf{x}, \mathbf{v}(t, \mathbf{x}))=0$ gives

$$
\partial_{t} \mathbf{v}=-Q^{-1} \partial_{t} \phi, \quad \partial_{x_{j}} \mathbf{v}=-Q^{-1} \partial_{x_{j}} \phi, \quad j=1 \cdots n
$$

which used in (4.4) leads to

$$
\begin{equation*}
G=\sum_{j=1}^{n} H_{x_{j} k_{j}}-\sum_{j, l=1}^{n} H_{k_{j} k_{l}}\left(Q^{-1} \phi_{x_{j}}\right)^{l} \tag{4.6}
\end{equation*}
$$

Following Section 3 we evaluate the multi-valued density in the physical space by projecting its value in phase space $(\mathbf{x}, \mathbf{p})$ onto the manifold $\phi=0$, i.e., for any $x$ we compute

$$
\bar{\rho}(\mathbf{x}, t)=\int \tilde{\rho}(t, \mathbf{x}, \mathbf{p})|J(t, \mathbf{x}, \mathbf{p})| \delta(\phi) d \mathbf{p}
$$

where

$$
J:=\operatorname{det}\left(\nabla_{\mathbf{p}} \phi\right)=\operatorname{det}(Q)
$$

Such a Jacobian matrix actually solves

$$
\begin{equation*}
L(J)=J G \tag{4.7}
\end{equation*}
$$

We shall prove this below. Combining this result with the density equation (4.5) gives us:

$$
L(\tilde{\rho}(t, \mathbf{x}, \mathbf{p})|J(t, \mathbf{x}, \mathbf{p})|)=0
$$

This equation suggests that we just need to compute the quantity

$$
\begin{equation*}
f(t, \mathbf{x}, \mathbf{p}):=\tilde{\rho}(t, \mathbf{x}, \mathbf{p})|J(t, \mathbf{x}, \mathbf{p})|, \tag{4.8}
\end{equation*}
$$

by solving the Liouville equation

$$
\begin{equation*}
\partial_{t} f+\nabla_{\mathbf{p}} H \cdot \nabla_{\mathbf{x}} f-\nabla_{\mathbf{x}} H \cdot \nabla_{\mathbf{p}} f=0 \tag{4.9}
\end{equation*}
$$

subject to the initial condition $f_{0}=\rho_{0}(\mathbf{x}) J_{0}(\mathbf{x}, \mathbf{p})$, where $J_{0}=1$ if $\phi_{0}=\mathbf{p}-\nabla_{\mathbf{x}} S_{0}$ is smooth, and $J_{0}=\left|\operatorname{det}\left(Q_{0}(\mathbf{x}, \mathbf{p})\right)\right|$ for $\phi_{0}$ chosen otherwise. With this quantity $f$ the singularities in density $\rho$ are cancelled out by the zeros of $J(\phi)$ ! Thus we can locally compute the density and flux by integration of $f$ and $\mathbf{p} f$ along $\left\{\mathbf{p} \in \mathbb{R}^{n}: \phi(\mathbf{x}, \mathbf{p})=0\right\}$ :

$$
\begin{equation*}
\bar{\rho}(\mathbf{x})=\int_{\mathbb{R}^{d}} f(t, \mathbf{x}, \mathbf{p}) \delta(\phi(\mathbf{x}, \mathbf{p})) d \mathbf{p} \tag{4.10}
\end{equation*}
$$

where $\delta(\phi):=\prod_{i=1}^{n} \delta\left(\phi_{i}\right)$ with $\phi_{i}$ being the $i^{\text {th }}$ component of $\phi$. We now justify the claim (4.7). By taking the gradient of the Liouville equation (4.1) with respect to $\mathbf{p}$ we obtain the following equation for $Q=\nabla_{\mathbf{p}} \phi$

$$
L(Q)=\nabla_{\mathbf{p}}(L \phi)+Q \nabla_{\mathbf{p}} \nabla_{\mathbf{x}} H-\nabla_{\mathbf{x}} \phi D_{\mathbf{p}}^{2} H=Q \nabla_{\mathbf{p}} \nabla_{\mathbf{x}} H-\nabla_{\mathbf{x}} \phi D_{\mathbf{p}}^{2} H,
$$

where the matrices $\nabla_{\mathbf{p}} \nabla_{\mathbf{x}} H:=\left(H_{x_{j} k_{l}}\right)$ and $D_{\mathbf{p}}^{2} H:=\left(H_{k_{j} k_{l}}\right)$. Using the fact that for $J=\operatorname{det}(Q)$ the following holds [35]

$$
\begin{equation*}
\left\{\partial_{t}, \nabla_{\mathbf{x}, \mathbf{p}}\right\} J=\operatorname{JTr}\left(Q^{-1}\left\{\partial_{t}, \nabla_{\mathbf{x}, \mathbf{p}}\right\} Q\right), \tag{4.11}
\end{equation*}
$$

we have

$$
L(J)=J \operatorname{Tr}\left(Q^{-1} L(Q)\right)
$$

where $\operatorname{Tr}$ is the usual trace map. This implies that

$$
\begin{aligned}
L(J) & =J \operatorname{Tr}\left(Q^{-1} Q \nabla_{\mathbf{p}} \nabla_{\mathbf{x}} H-Q^{-1} \nabla_{\mathbf{x}} \phi D_{\mathbf{p}}^{2} H\right) \\
& =J\left[\operatorname{Tr}\left(\nabla_{\mathbf{p}} \nabla_{\mathbf{x}} H\right)-\operatorname{Tr}\left(Q^{-1} \nabla_{\mathbf{x}} \phi D_{\mathbf{p}}^{2} H\right)\right] \\
& =J\left[\sum_{j=1}^{n} H_{x_{j} k_{j}}-\sum_{j, l=1}^{n}\left(Q^{-1} \phi_{x_{j}}\right)^{l} H_{k_{l} k_{j}}\right] \\
& =J G,
\end{aligned}
$$

as claimed in (4.7).

### 4.3 Optical waves

We begin with the linear scalar wave equation

$$
\begin{equation*}
\partial_{t}^{2} u-c^{2}(\mathbf{x}) \Delta u=0, \quad(t, \mathbf{x}) \in \mathbb{R}^{+} \times \mathbb{R}^{n} \tag{4.12}
\end{equation*}
$$

where $c(\mathbf{x})$ is the local speed of wave propagation of the medium. We complement (4.12) with highly oscillatory initial data that generate high frequency solutions. The derivation of the geometrical optics equations in the linear case is classical and performed based on the usual asymptotic WKB expansion [31],

$$
\begin{equation*}
u(t, \mathbf{x})=A^{\epsilon}(t, \mathbf{x}) e^{i \frac{S(t, \mathbf{x})}{\epsilon}} \tag{4.13}
\end{equation*}
$$

with

$$
A^{\epsilon}(t, \mathbf{x})=\sum_{l=0}^{\infty} \epsilon^{l} A_{l}(t, \mathbf{x}) i^{-l}
$$

We now substitute the expression (4.13) into (4.12) and equate coefficients of powers of $\epsilon$ to zero. For $\epsilon^{2}$, this, due to the sign ambiguity, gives two eikonal equations

$$
\begin{equation*}
\partial_{t} S \pm c(\mathbf{x})\left|\nabla_{\mathbf{x}} S\right|=0 . \tag{4.14}
\end{equation*}
$$

Without loss of generality we will henceforth consider the one with a plus sign. For $\epsilon^{1}$, we get the transport equation for the first amplitude term,

$$
\begin{equation*}
\partial_{t} A_{0}+c(\mathbf{x}) \frac{\nabla_{\mathbf{x}} S \cdot \nabla_{\mathbf{x}} A_{0}}{\left|\nabla_{\mathbf{x}} S\right|}+\frac{c^{2} \Delta S-\partial_{t}^{2} S}{2 c\left|\nabla_{\mathbf{x}} S\right|} A_{0}=0 . \tag{4.15}
\end{equation*}
$$

In order to use the approach introduced in Section 2, we need to further simplify this transport equation and find a quantity $\rho$ so that both $S$ and $\rho$ solve the WKB system with the Hamiltonian $H(\mathbf{x}, \mathbf{p})=c(\mathbf{x})|\mathbf{p}|$. To this end we apply the differential operator $\partial_{t}$ to the eikonal equation $\partial_{t} S+c(\mathbf{x})\left|\nabla_{\mathbf{x}} S\right|=0$,

$$
\begin{aligned}
\partial_{t}^{2} S & =-c(\mathbf{x}) \partial_{t}\left|\nabla_{\mathbf{x}} S\right|=-c(\mathbf{x}) \frac{\nabla_{\mathbf{x}} S}{\left|\nabla_{\mathbf{x}} S\right|} \cdot \nabla_{\mathbf{x}} \partial_{t} S \\
& =c(\mathbf{x}) \frac{\nabla_{\mathbf{x}} S}{\left|\nabla_{\mathbf{x}} S\right|} \cdot \nabla_{\mathbf{x}}\left(c(\mathbf{x})\left|\nabla_{\mathbf{x}} S\right|\right) .
\end{aligned}
$$

This enables us to simplify the coefficient of $A_{0} / 2$ in (4.15) as

$$
\begin{aligned}
\frac{c^{2} \Delta S-\partial_{t}^{2} S}{c\left|\nabla_{\mathbf{x}} S\right|} & =c \frac{\Delta S}{\left|\nabla_{\mathbf{x}} S\right|}-\frac{\nabla_{\mathbf{x}} S}{\left|\nabla_{\mathbf{x}} S\right|^{2}} \cdot \nabla_{\mathbf{x}}\left(c(\mathbf{x})\left|\nabla_{\mathbf{x}} S\right|\right) \\
& =\nabla_{\mathbf{x}} \cdot\left(c(\mathbf{x}) \frac{\nabla_{\mathbf{x}} S}{\left|\nabla_{\mathbf{x}} S\right|}\right)-2 \nabla_{\mathbf{x}} c \cdot \frac{\nabla_{\mathbf{x}} S}{\left|\nabla_{\mathbf{x}} S\right|}
\end{aligned}
$$

Thereby (4.15) can be rewritten as

$$
\partial_{t} A_{0}^{2}+c \frac{\nabla_{\mathbf{x}} S}{\left|\nabla_{\mathbf{x}} S\right|} \cdot \nabla_{\mathbf{x}} A_{0}^{2}+\left(\nabla_{\mathbf{x}} \cdot\left(c(\mathbf{x}) \frac{\nabla_{\mathbf{x}} S}{\left|\nabla_{\mathbf{x}} S\right|}\right)-2 \nabla_{\mathbf{x}} c \cdot \frac{\nabla_{\mathbf{x}} S}{\left|\nabla_{\mathbf{x}} S\right|}\right) A_{0}^{2}=0
$$

that is

$$
\partial_{t} A_{0}^{2}+c^{2} \nabla_{\mathbf{x}} \cdot\left(A_{0}^{2} \frac{\nabla_{\mathbf{x}} S}{c(\mathbf{x})\left|\nabla_{\mathbf{x}} S\right|}\right)=0
$$

This suggests that $\rho=A_{0}^{2} / c^{2}$ satisfies the conservative transport equation

$$
\partial_{t} \rho+\nabla_{\mathbf{x}} \cdot\left(\rho \nabla_{\mathbf{x}} H\left(\mathbf{x}, \nabla_{\mathbf{x}} S\right)\right)=0,
$$

with $H(\mathbf{x}, \mathbf{p})=c(\mathbf{x})|\mathbf{p}|$. We also note that for the eikonal equation with negative sign the weighted density $A_{0}^{2} / c^{2}$ still satisfies the above conservative transport equation except for that $H(\mathbf{x}, \mathbf{p})=-c|\mathbf{p}|$.

### 4.4 Numerical methods for evaluating the amplitudes and other observables

In the level set frameworks for both semiclassical limits or WKB solutions, the density and other related physical observables are tracked by a modified scalar quantity, $f$, that satisfies the same Hamiltonian flow as the wave fronts. The wave fronts are represented implicitly by the zero of a system of level set functions, and the new quantity, $f$, is related to the density distribution and the structure of the level set system.

We summarize our algorithm for computing the amplitude $\bar{A}^{2}$ as follows.

1. Initialize: construct the level set functions $\Phi_{0}=\left(\phi_{j}^{(0)}\right)$ that embed the initial data $\nabla_{\mathbf{x}} S_{0}$,

$$
\phi_{j}^{(0)}(\mathbf{x}, \mathbf{k})=k_{j}-\frac{\partial}{\partial x_{j}} S_{0}(\mathbf{x}), j=1, \cdots, n,
$$

and the phase space amplitude function

$$
f_{0}(x, \mathbf{k})=\alpha(x) \bar{A}_{0}^{2}(x),
$$

Here $\mathbf{k}=\left(k_{1}, k_{2}, \cdots, k_{n}\right)$, and $\alpha(x)$ is a function that depends on the given problem. For Schrödinger equations, $\alpha(x) \equiv 1$, and for scalar wave equations, $\alpha(x)$ is the square of the wave speed.
2. Evolve the Liouville equation in phase space using $\phi_{j}^{(0)}$ and $f_{0}$ constructed above as initial conditions:

$$
w_{t}+\nabla_{\mathbf{k}} H \cdot \nabla_{\mathbf{x}} w-\nabla_{\mathbf{x}} H \cdot \nabla_{\mathbf{k}} w=0
$$

$j=1, \cdots, n$, and $f_{0}$ respectively.
3. Evaluate $\bar{A}^{2}(\mathbf{x}, t)$ by integrating $f$ along $\left\{\mathbf{k} \in \mathbb{R}^{d}: \Phi(\mathbf{x}, \mathbf{k})=0\right\}$ :

$$
\bar{A}^{2}(t, \mathbf{x})=\int_{\mathbb{R}^{d}} f(t, \mathbf{x}, \mathbf{k}) \delta(\Phi(\mathbf{x}, \mathbf{k})) d \mathbf{k}
$$

where $\delta(\Phi):=\prod_{j=1}^{n} \delta\left(\phi_{j}\right)$ with $\phi_{j}$ being the $j$-th component of $\Phi$.

## On numerical integration of $\rho$

We first remind the readers that in the context of WKB approximations, rho $=A_{0}^{2}$. In the evaluation of the density integral

$$
\begin{equation*}
\bar{\rho}(x, t)=\int_{\mathbb{R}^{d}} f(x, p) \Pi_{j} \delta\left(\phi_{j}(x, p)\right) d p, \tag{4.16}
\end{equation*}
$$

typically, one replaces the Dirac- $\delta$ distribution by an approximation $\delta_{\eta}$, such that $\delta_{\eta} \rightharpoonup \delta$ as $\eta \longrightarrow 0+$. Common choices of $\delta_{\eta}$ range from a normalized Gaussian to compactly supported kernels with $2 \eta>0$ denoting the support size. Integral (4.16) is then approximated by a Riemann sum over a uniform grid with mesh size $h$. For example, for $d=2$, we have:

$$
\bar{\rho}_{h, \eta}(x, t)=\sum_{i, j} h^{2} f\left(x, p_{i, j}, t\right) \delta_{\eta}\left(\phi_{1}\left(x, p_{i, j}, t\right)\right) \delta_{\eta}\left(\phi_{2}\left(x, p_{i, j}, t\right)\right) ;
$$

here $\bar{\rho}$ is a function of two spatial dimensions. One concludes that

$$
\bar{\rho}=\lim _{\eta \rightarrow 0+} \lim _{h \rightarrow 0+} \bar{\rho}_{h, \eta},
$$

if the limits are evaluated in the order as above. However, in actual numerical computation, it is important to compute convergent approximations of (4.16) as $h \rightarrow 0$ efficiently and with good quality for a given range of grid sizes, i.e. small error relative to the grid size. A common practice is to put the amount of regularization $\eta$, here corresponding to the support size, as a function of $h$ such that $\eta(h) \rightarrow 0+$ as $h \rightarrow 0+$. However, it is not obvious that $\rho_{h}=\rho_{h, \eta(h)}$ converges to $\bar{\rho}$. In our study, we found that it is essential to sample $\delta_{\eta}$ correctly over the grid. This amounts to the correct selection of the kernel $\delta_{\eta}$ and the regularization parameter $\eta$ in relation to both the given grid geometry, and the gradient of the level set functions.

We use the simple piecewise linear kernel

$$
\delta_{\eta}^{(1)}(x)=\left\{\begin{array}{cc}
\frac{1}{\eta}\left(1-\frac{|x|}{\eta}\right), & \left|\frac{x}{\eta}\right| \leq 1 \\
0, & \left|\frac{x}{\eta}\right|>1
\end{array}\right.
$$

to illustrate our reasoning. First, the delta function needs to be resolved by the grid. Let $x_{j}=j h$ denote the grid points. If we choose an $\eta_{0}(h)$ smaller than the grid size, it is obvious that $\delta_{\eta_{0}(h)}^{(1)}$ is equivalent to 0 on the grid, regardless of the grid size. Thus $\eta(h) \geq h$. Since the integrals of interest in this paper involve the composition of $\delta$-function and a level set function, we need to study the scaling of the regularization under this composition. Let $\phi(x)$ be the one dimensional level set function: $\phi(x)=p x, p>0$. Let $z_{j}=\phi\left(x_{j}\right)=p \cdot j h$. We see that $\eta(h)$ has to be greater than $p h$ in order for the discretization to take effect; i.e. the amount of regularization should be an increasing function of the magnitude of the gradient of the level set function! Special techniques are needed in order to avoid grid effects that result in $\mathcal{O}(1)$ error regardless of grid refinement. It is pointed out in [58] that
if $\eta$ is chosen to be positive integer multiple of $h, \kappa_{0} h$, then $\delta_{\eta}^{(1)}(x)$ as well as the cosine kernel

$$
\delta_{\eta}^{(2)}(x)=\left\{\begin{array}{cc}
\frac{1}{2 \eta}\left(1+\cos \frac{|\pi x|}{\eta}\right), & \left|\frac{x}{\eta}\right| \leq 1 \\
0, & \left|\frac{x}{\eta}\right|>1
\end{array}\right.
$$

have the so-called "exact integration property", meaning

$$
\sum_{j=-N}^{N} \delta_{\kappa_{0} h}^{(k)}\left(x_{j}-x_{0}\right) h=1, \text { for any }-N h<x_{0}<N h, k=1,2 .
$$

We remark that not all approximate delta functions satisfy the exact integration property. Moreover, even if the kernel is chosen to be either $\delta_{\eta}^{(1)}$, $\delta_{\eta}^{(2)}$, or one with many vanishing moments, if $\eta$ is chosen carelessly, one typically will get a small error that does not vanish as $h \rightarrow 0$. Our experience suggests that, in general, the scaling similar to $\eta(h)=\sqrt{h}$ should be used for convergence. To see this, consider the periodic extension of $f(x) \delta_{\eta}(x)$, where $\delta(x)$ is supported in $[-1,1]$ and $\delta_{\eta}(x)=\delta(x / \eta) / \eta$. Furthermore, let $\mathcal{S}=\int_{\mathbb{R}} f(x) \delta(x) d x=f(0)$, $I_{\eta}=\int_{[-\eta, \eta]} f(x) \delta_{\eta}(x) d x$ and $\mathcal{S}_{h}$ be the corresponding Riemann sum with mesh size $h$. We see that the error can be formally bounded by

$$
\left|\mathcal{S}_{h}-\mathcal{S}\right| \leq\left|\mathcal{S}_{h}-I_{\eta}\right|+\left|I_{\eta}-\mathcal{S}\right| .
$$

Now consider the cosine kernel, $\delta_{\eta}^{(2)}$, and assume that $f$ is a smooth function. Then we know that the periodic extension of $f(x) \delta_{\eta}^{(2)}(x)$ is a $C^{2}$ function on $\mathbb{R}$, and thus the quadrature error is bounded by

$$
\left|\mathcal{S}_{h}-I_{\eta}\right| \leq C_{0} \eta \cdot \frac{d^{2}}{d x^{2}}\left(f(x) \delta_{\eta}^{(2)}(x)\right) \leq \tilde{C}_{0} \frac{h^{2}}{\eta^{2}}
$$

Since $\delta_{\eta}^{(2)}$ has one vanishing moment, $\left|I_{\eta}-\mathcal{S}\right| \leq C_{1} \eta^{2}$. Hence, by choosing $\eta=\sqrt{h}$, the optimal error bound

$$
\left|\mathcal{S}_{h}-\mathcal{S}\right| \leq h
$$

is achieved. The scaling of this kind raises the question about the quality of solution for real computations. Clearly, the $\sqrt{h}$-scaling on the support size implies excessive smearing with respect to the given grid configuration. Moreover, in the above context, it imposes a condition on the size of the grid; i.e. there should always be $C_{0} h^{-1 / 2}$ grid points near the location of the point mass, $x_{0}$. In our case, this translates to the restriction of the mesh size in relation with the diameter of each connected component of $\{p: \phi(x, p)<0\}$ for each $x$.

In our simulations, we use $\delta_{\eta}^{(2)}(x)$ and scale $\eta$ with $\left|\phi_{p}\right|$ by

$$
\eta\left(h,\left|\phi_{p}\right|\right)=2 \max \left(\left|\phi_{p}\right|, 1\right) \cdot h .
$$



Figure 1: A numerical study of the regularization of the $\delta$ function. The plot on the left is the density obtained from using a support size that is constant multiple of the grid size. The right one is the density integral evaluated with the proposed scaling. These are numerical solutions to the problem described in Example 6.1.

Here, $\left|\phi_{p}\right|$ denotes the Jacobian of $\Phi=\left(\phi_{j}\right)$ with respect to $p$ :

$$
\left|\partial \Phi / \partial\left(p_{1}, \cdots, p_{d}\right)\right|,
$$

and is approximated by central differencing. Fig. 1 is a comparison using additional scaling factors. In higher dimensions $(d \geq 2),[20]$ suggests the possibility of subtle complications related to the grid effects. This means that the regularization parameter $\eta$ should also depend on $\nabla_{x, p} \phi_{j}, j=1, \cdots, d$. In our computations, we either use the same scaling as described above or perform distance reinitializations together with orthogonality adjustments on $\phi_{j}$, as suggested in [10,48], and recompute $f$ due to the change in $\left|\partial \Phi / \partial\left(p_{1}, \cdots, p_{d}\right)\right|$ and finally scale $\eta$ as suggested.

See Fig. 1 for a comparison of the integrations computed with a "good" and a "bad" delta function.

There is, however, an additional minor numerical issue associated to the wave equations. Consider the Hamiltonian $H(\mathbf{x}, \mathbf{p})=c(\mathbf{x})|\mathbf{p}|$ defined with a smooth, positive function $c(x)$. The corresponding wave front velocity is $\vec{v}(\mathbf{x}, \mathbf{p})=(c(\mathbf{x}) \mathbf{p} /|\mathbf{p}|,-\nabla c(x)|\mathbf{p}|)$ is not defined in the set $O_{p}=\left\{(\mathbf{x}, \mathbf{p}) \in \mathbb{R}^{2 d}:|\mathbf{p}|=0\right\}$. We point out that in the papers [19] and [48], for example, the location of a single wave front is tracked by the reduced Liouville equation with $\mathbf{p}$ constrained to lie on the sphere $S^{d}$ and $|\mathbf{p}|$ replaced by $1 / c(\mathbf{x})$. Thus, one does not encounter this singularity. However, wave fronts in the entire computational domains are tracked simultaneously by our formalism. The singularity in the velocity field suggests that $O_{p}$ should not be part of the domain and that suitable boundary conditions may have to be prescribed at $\partial O_{p} \subset \mathbb{R}^{2 d}$. On the other hand, in the full phase space, the trajectory of a particle under this velocity field $\vec{v}$, starting from $\left(\mathbf{x}_{0}, \mathbf{p}_{0}\right) \notin O_{p}$, will never cross $O_{p}$ for all time. This is due to the energy preserving property of Hamiltonian flows. Thus the computational domain $\Omega \subset \mathbb{R}^{2 d}$ may safely exclude $O_{p}$. In the following calculations, we simply place a grid in $\mathbb{R}^{2 d}$ that does not intersect with $O_{p}$, and modified our discretizations for the grid points near the set $O_{p}$. The exclusion of $O_{p}$ from the domain
resembles a branch cut in phase space. At the regions of $\partial O_{p}$ where the characteristics are flowing into $\mathbb{R}^{2 d} \backslash O_{p}$, we prescribe a dimension-by-dimension extension boundary condition. Let $h$ denote the mesh size in $\mathbf{k}$. Near $O_{p}$, i.e. at points ( $\mathbf{x}^{\prime}, \mathbf{k}^{\prime}$ ) where $\left|\mathbf{k}^{\prime}\right| \leq h$, if $\partial_{x_{j}} c\left(\mathbf{x}^{\prime}\right) \geq 0$, for some $j$, we replace backward differencing along the $k_{j}$-axis (or the corresponding WENO discretization) by forward differencing, and vice versa for the case $\partial_{x_{j}} c\left(\mathbf{x}^{\prime}\right)<0$. This is equivalent to an extrapolation along the $k_{j}$-axis, and it somewhat resembles the Ghost Fluid method [22].

Consider the simple 1 d example, in which $c(x)$ is increasing. In the upper half-plane of the $x-k$ space, the velocity is pointing in the positive $x$-direction and in the negative $k$-direction. Thus the level sets of $\phi$ or $f$ will bundle up near $k=0^{+}$, and the support of $f$ may come exponentially close to the $x$-axis. On the other hand, in the lower halfplane, the characteristics are diverging from the $x$-axis. Fig. 3 illustrates this scenario. Therefore, without enforcing the boundary conditions at $\partial O_{p}$, which is the $x$-axis, an upwind discretization at grid points may eventually propagate portions of the energy (carried by the support of $f$ ) across the $x$-axis and translate it to the left! Fig. 2 shows such a situation. We point out that if $\tilde{k}$ in Step 1 above is big enough compared to the grid and to the time interval of interest, we may not see the stated incorrect propagation of energy. Furthermore, the solution may develop a large jump across $O_{p}$ and differencing across a large jump of the level set function may introduce numerical instability and may propagate portions of the energy across $O$, the singularity in the velocity. This potential large jump in $\phi_{j}$ and $f$ across $O_{p}$ also suggests the use of a "one-sided" approximate Dirac- $\delta$ function near $O_{p}$ for better resolution of the amplitude.

A good numerical treatment of delta functions for hypersurfaces in the level set context was developed in the work of Engquist et al in [20], with the follow up work in [55], [59]. The development of the convergence theory of the delta functions concentrating on high co-dimensional geometric objects in phase space is an active area of research.

## 5 General symmetric hyperbolic systems

In this section we formulate the level set approach for general symmetric hyperbolic systems. The formulation in [34] is based on the derivation of the high frequency approximation using the Wigner transformation carried out in [53]. Here we describe a new derivation based on the classical method of geometric optics, see e.g. [1], and those outlined in Section 4 for the general WKB system. It again enables one to compute the higher order physical observables or moments, such as the energy and energy flux; but also enables one to compute the underlying multi-valued phase! Consider symmetric hyperbolic systems of the form

$$
\begin{align*}
& A(x) \frac{\partial \mathbf{u}^{\epsilon}}{\partial t}+\sum_{j=1}^{n} D^{j} \frac{\partial \mathbf{u}^{\epsilon}}{\partial x^{j}}=0,  \tag{5.1}\\
& \mathbf{u}^{\epsilon}(0, \mathbf{x})=\mathbf{B}_{0}(\mathbf{x}) e^{\frac{i S_{0}(\mathbf{x})}{\epsilon}}, \tag{5.2}
\end{align*}
$$



Figure 2: Inappropriate upwinding scheme incorrectly propagates an energy packet across the singularity of the velocity field in phase space. In this case, $c^{\prime}(x)>0$ and the initial phase function $S_{0}(x)$ is $-x^{2} / 4$. The dashed curve represents the initial amplitude location. It is transported to the right along in the $x$-direction. The "ghost" energy is created and transported to the left. The dotted curve represents the computed multivalued $\nabla_{x} S$.


Figure 3: Illustration of the Hamiltonian flow of the optical wave equation and the transport of energy in phase space. In this case, $c^{\prime}(x)>0$ and the initial phase function $S_{0}(x)$ is $-x^{2} / 4$.
where $\mathbf{u}^{\epsilon} \in C^{M}$ is a complex valued vector and $\mathbf{x} \in R^{n}$. Assume that the matrix $A(x)$ is symmetric and positive definite and that the matrices $D^{j}$ are symmetric and independent of $\mathbf{x}$ and $t$. The energy density $\mathcal{E}$ for solution of (5.1) is given by the inner product

$$
\begin{equation*}
\mathcal{E}(t, \mathbf{x})=\frac{1}{2}\left(A(\mathbf{x}) \mathbf{u}^{\epsilon}(t, \mathbf{x}), \mathbf{u}^{\epsilon}(t, x)\right)=\frac{1}{2} \sum_{j, l=1}^{n} A_{j l}(\mathbf{x}) u_{j}^{\epsilon}(t, \mathbf{x}) \bar{u}_{l}^{\epsilon}(t, \mathbf{x}) \tag{5.3}
\end{equation*}
$$

and the energy flux $\mathcal{F}(\mathbf{x})$ by

$$
\begin{equation*}
\mathcal{F}_{j}(t, \mathbf{x})=\frac{1}{2}\left(D^{j} \mathbf{u}^{\epsilon}(t, \mathbf{x}), \mathbf{u}^{\epsilon}(t, \mathbf{x})\right) \tag{5.4}
\end{equation*}
$$

Taking the inner product of (5.1) with $\mathbf{u}(t, \mathbf{x})$ yields the energy conservation law

$$
\begin{equation*}
\frac{\partial \mathcal{E}}{\partial t}+\nabla \cdot \mathcal{F}=0 \tag{5.5}
\end{equation*}
$$

Integration of (5.5) shows that the total energy is conserved:

$$
\begin{equation*}
\frac{\partial}{\partial t} \int \mathcal{E}(t, \mathbf{x}) d \mathbf{x}=0 \tag{5.6}
\end{equation*}
$$

Introduce the new inner product

$$
\begin{equation*}
<\mathbf{u}, \mathbf{v}>_{A}=(A \mathbf{u}, \mathbf{v}) \tag{5.7}
\end{equation*}
$$

Then the energy density is $\mathcal{E}=\frac{1}{2}\left\langle\mathbf{u}, \mathbf{u}>_{A}\right.$.
Introduce the dispersion matrix $L(\mathbf{x}, \mathbf{p})$

$$
\begin{equation*}
L(\mathbf{x}, \mathbf{p})=A^{-1}(\mathbf{x}) p_{i} D^{i} . \tag{5.8}
\end{equation*}
$$

It is self-adjoint with respect to the inner product $<,>_{A}$ :

$$
\begin{equation*}
<L \mathbf{u}, \mathbf{v}>_{A}=<\mathbf{u}, L \mathbf{v}>_{A} \tag{5.9}
\end{equation*}
$$

Therefore, all its eigenvalues $\omega_{\tau}$ are real and the corresponding eigenvectors $\mathbf{b}^{\tau}$ can be chosen to be orthogonal with respect to $<,>_{A}$ :

$$
\begin{equation*}
L(\mathbf{x}, \mathbf{p}) \mathbf{b}^{\tau}(\mathbf{x}, \mathbf{p})=\omega_{\tau}(\mathbf{x}, \mathbf{p}) \mathbf{b}^{\tau}(\mathbf{x}, \mathbf{p}), \quad<\mathbf{b}^{\tau}, \mathbf{b}^{\beta}>_{A}=\delta_{\tau \beta} \tag{5.10}
\end{equation*}
$$

We assume that the eigenvalues have constant multiplicity independent of $\mathbf{x}, \mathbf{p}$. This hypothesis is satisfied by many physical examples. We also assume that all the eigenvalues $\omega_{\tau}(\mathbf{x}, \mathbf{p})$ are simple.

Set the WKB ansatz

$$
\mathbf{u}^{\epsilon}=e^{i S / \epsilon} \mathbf{v}^{\epsilon}(x, t)
$$

Insertion of this ansatz into equation (5.1) leads to the following problem for $\mathbf{v}^{\epsilon}$

$$
\frac{i}{\epsilon}\left[S_{t}+L\left(x, \nabla_{x} S\right)\right] \mathbf{v}^{\epsilon}+\left[\partial_{t}+L\left(x, \nabla_{x}\right)\right] \cdot \mathbf{v}^{\epsilon}=0
$$

Let $\partial_{t} S=-\omega_{\tau}$ and $\nabla_{x} S=\mathbf{p}$. We have the Hamilton-Jacobi equation

$$
\begin{equation*}
\partial_{t} S_{\tau}+\omega_{\tau}\left(x, \nabla_{x} S_{\tau}\right)=0, \quad S_{\tau}(x, 0)=S_{0}(x) \tag{5.11}
\end{equation*}
$$

If we fix $\tau$ and let $S$ (subscript omitted) be obtained from this HJ equation, we can proceed to handle the amplitude

$$
\mathbf{v}^{\epsilon}=\mathbf{v}_{0}+\epsilon \mathbf{v}_{1}+\epsilon^{2} \mathbf{v}_{2}+\cdots
$$

Taking $\mathbf{v}_{0}=u_{0} \mathbf{b}^{\tau}\left(\nabla_{x} S, x\right)$ with $u_{0}$ to be determined, we obtain

$$
<\mathbf{b}^{\tau},\left[\partial_{t}+L\left(x, \nabla_{x}\right)\right] \cdot\left(u_{0} \mathbf{b}^{\tau}\right)>_{A}=0 .
$$

See e.g., [1]. A straightforward calculation gives a transport equation for $\rho:=\left|u_{0}\right|^{2}=<$ $v_{0}, v_{0}>{ }_{A}$ :

$$
\begin{equation*}
\partial_{t} \rho+\nabla_{x} \cdot\left(\rho \nabla_{\mathbf{p}} \omega_{\tau}\left(\nabla_{x} S, x\right)\right)=0 \tag{5.12}
\end{equation*}
$$

Applying the result in Section 4, we obtain the level set method for (5.11), (5.12) which consists of solving the following two initial value problems of the Liouville equation with bounded initial data:

$$
\begin{align*}
& \frac{\partial \phi^{\tau}}{\partial t}+\nabla_{\mathbf{p}} \omega_{\tau} \cdot \nabla_{\mathbf{x}} \phi^{\tau}-\nabla_{\mathbf{x}} \omega_{\tau} \cdot \nabla_{\mathbf{p}} \phi^{\tau}=0  \tag{5.13}\\
& \phi^{\tau}(0, \mathbf{x}, \mathbf{p})=\phi_{0}^{\tau}(\mathbf{x}), \quad \tau=1, \cdots, n  \tag{5.14}\\
& \frac{\partial f^{\tau}}{\partial t}+\nabla_{\mathbf{p}} \omega_{\tau} \cdot \nabla_{\mathbf{x}} f^{\tau}-\nabla_{\mathbf{x}} \omega_{\tau} \cdot \nabla_{\mathbf{p}} f^{\tau}=0  \tag{5.15}\\
& f^{\tau}(0, \mathbf{x}, \mathbf{p})=<v_{0}, v_{0}>_{A}\left|\nabla_{\mathbf{p}} \phi_{0}^{\tau}\right|, \quad \tau=1, \cdots, n, \tag{5.16}
\end{align*}
$$

where $\phi_{0}^{\tau}=\mathbf{p}_{\tau}-\partial_{x_{\tau}} S_{0}$ for $S_{0} \in C^{1}$, or the signed distance function otherwise. Here, assuming that $\nabla S_{0}$ has simple jumps along piecewise smooth curves, we can regularize the initial data by embedding the completion of the subgraph of each component of $\nabla S_{0}$ in phase space by the signed distance functions $\phi_{0}^{\tau}$. A similar approach to Hamilton-Jacobi equations was proposed by Giga and Sato [25]. See also [60].

Note that it follows from (4.2) that the multi-valued phase can be computed through a single-valued representative $\tilde{S}$ in $(x, p)$ space by solving the following linear equation

$$
\begin{equation*}
\partial_{t} \tilde{S}+\nabla_{\mathbf{p}} \omega_{\tau} \cdot \nabla_{\mathbf{x}} \tilde{S}-\nabla_{\mathbf{x}} \omega_{\tau} \cdot \nabla_{\mathbf{p}} \tilde{S}=\mathbf{p} \cdot \nabla_{\mathbf{p}} \omega_{\tau}-\omega_{\tau} \tag{5.17}
\end{equation*}
$$

Remark 5.1. In [34] we follow the Wigner transform method with projection on each eigen-mode $\left(\omega_{\tau}, b^{\tau}\right)$. The scalar distribution function $a^{\tau}(t, \mathbf{x}, \mathbf{p})$, determined by the projection of the limit Wigner matrix

$$
\begin{equation*}
W^{(0)}(t, \mathbf{x}, \mathbf{p})=\sum_{\tau=1}^{n} a^{\tau}(t, \mathbf{x}, \mathbf{p}) B^{\tau}(\mathbf{x}, \mathbf{p}), \quad B^{\tau}(\mathbf{x}, \mathbf{p}):=\mathbf{b}^{\tau} \mathbf{b}^{\tau *} \tag{5.18}
\end{equation*}
$$

solves the Liouville equation

$$
\begin{equation*}
\frac{\partial a^{\tau}}{\partial t}+\nabla_{\mathbf{p}} \omega_{\tau} \cdot \nabla_{\mathbf{x}} a^{\tau}-\nabla_{\mathbf{x}} \omega_{\tau} \cdot \nabla_{\mathbf{p}} a^{\tau}=0 \tag{5.19}
\end{equation*}
$$

See [53]. The initial data for $a^{\tau}$ is derived as

$$
\begin{equation*}
a^{\tau}(0, \mathbf{x}, \mathbf{p})=\operatorname{Tr}\left(A \mathbf{B}_{0} \mathbf{B}_{0}^{*} A B^{\tau}\right) \delta\left(\mathbf{p}-\nabla S_{0}(\mathbf{x})\right) . \tag{5.20}
\end{equation*}
$$

The argument via Wigner transform is that once $a^{\tau}$ is computed, one can recover the Wigner matrix, and consequently the energy density and the energy flux.

The approach following the classical method of geometric optics described here is independent of the Wigner approach; and more importantly, our level set method provides a global solution

$$
\begin{equation*}
a^{\tau}(t, \mathbf{x}, \mathbf{p})=f^{\tau}(t, \mathbf{x}, \mathbf{p}) \delta(\phi(t, \mathbf{x}, \mathbf{p})) . \tag{5.21}
\end{equation*}
$$

for the limiting Wigner equation (5.19), (5.20) when the initial amplitude $B_{0}=u_{0} b^{\tau}\left(\nabla_{x} S_{0}, x\right)$, for which one has

$$
\operatorname{Tr}\left(A \mathbf{B}_{0} \mathbf{B}_{0}^{*} A B^{\tau}\right)=\left|u_{0}\right|^{2} \operatorname{Tr}\left(A \mathbf{B}^{\tau}\right)=<\mathbf{v}_{0}, \mathbf{v}_{0}>_{A}
$$

Remark 5.2. For initial data with general amplitude $\mathbf{B}_{0}$, decomposition in terms of eigenvectors $\left\{\mathbf{b}^{\tau}\right\}_{\tau=1}^{n}$ is necessary, that is,

$$
\mathbf{B}_{0}(\mathbf{x})=\sum_{\tau=1}^{n} u_{0}^{\tau} \mathbf{b}^{\tau}\left(\nabla_{x} S_{0}(x), x\right),
$$

where $u_{0}^{\tau}=<\mathbf{B}_{0}, b^{\tau}>_{A}$.

### 5.1 Application to acoustic waves

We will now examine the applications to acoustic wave equations. Consider the acoustic equations for the velocity and pressure disturbances $\mathbf{v}$ and $p$

$$
\begin{align*}
& \rho(\mathbf{x}) \partial_{t} \mathbf{v}+\nabla_{\mathbf{x}} p=0  \tag{5.22}\\
& \kappa(\mathbf{x}) \partial_{t} p+\nabla_{\mathbf{x}} \cdot \mathbf{v}=0 \tag{5.23}
\end{align*}
$$

Here $\rho$ is the density and $\kappa$ is the compressibility. With oscillatory initial data of the form

$$
\mathbf{u}(0, \mathbf{x})=\mathbf{u}_{0}(\mathbf{x}) \exp \left(i S_{0}(\mathbf{x}) / \epsilon\right)
$$

where $\mathbf{u}=(\mathbf{v}, p)$ and $S_{0}$ is the initial phase function, we can look for the WKB asymptotic solution

$$
\mathbf{u}(t, \mathbf{x})=A(t, \mathbf{x}, \epsilon) \exp (i S(t, \mathbf{x}) / \epsilon)
$$

Note that (5.22) is a symmetric hyperbolic system and the above result can be directly applied. For acoustic waves there are four wave modes, two transverse ones are nonpropagating, and two longitudinal waves are propagating with speed $\pm v(x)$, where $v(x)=$ $\frac{1}{\sqrt{\rho(\mathbf{x}) \kappa(\mathbf{x})}}$.

Let $\hat{p}=(\sin \theta \cos \phi, \sin \theta \sin \phi, \cos \theta)$, the vector

$$
\mathbf{b}^{+}(\mathbf{x}, \hat{p}):=\left(\frac{\hat{p}}{\sqrt{2 \rho}}, \frac{1}{\sqrt{2 \kappa}}\right)
$$

and define an amplitude function $\mathcal{A}$ in the direction of $\mathbf{b}^{+}$as

$$
A_{0}=\mathcal{A}(\mathbf{x}) \mathbf{b}^{+}\left(\mathbf{x}, \nabla_{\mathbf{x}} S\right) .
$$

According to those justified above, the nonnegative function $\rho=|\mathcal{A}|^{2}$ satisfies

$$
\partial_{t} \rho+\nabla_{\mathbf{x}} \cdot\left(\rho \nabla_{p} \omega\left(\mathbf{x}, \nabla_{\mathbf{x}} S\right)\right)=0
$$

coupled with the eikonal equation

$$
\partial_{t} S+\omega\left(\mathbf{x}, \nabla_{\mathbf{x}} S\right)=0
$$

where $\quad \omega(\mathbf{x}, \mathbf{p})=v(x)|\mathbf{p}|$ is a single eigenvalue of the so called dispersive matrix $L(x, \mathbf{p})$ defined in (5.8). Now this problem is a particular case of the more general symmetric hyperbolic system. To evaluate the energy and energy flux one uses

$$
\begin{align*}
& \mathcal{E}(t, \mathbf{x})=\int f^{+}(t, \mathbf{x}, \mathbf{p}) \delta\left(\phi^{+}(t, \mathbf{x}, \mathbf{p})\right) d \mathbf{p}  \tag{5.24}\\
& \mathcal{F}(t, \mathbf{x})=\int \hat{\mathbf{p}} v(\mathbf{x}) f^{+}(t, \mathbf{x}, \mathbf{p}) \delta\left(\phi^{+}(t, \mathbf{x}, \mathbf{p})\right) d \mathbf{p} \tag{5.25}
\end{align*}
$$

where $f^{+}$and $\phi^{+}$are pre-determined from the level set system with Hamiltonian $\omega(\mathbf{x}, \mathbf{p})=$ $v(x)|\mathbf{p}|$.

The other longitudinal wave mode is simply identified by taking $\omega(\mathbf{x}, \mathbf{p})=-v(x)|\mathbf{p}|$. This again falls into our framework outlined in this section.

## 6 Numerical examples

In this section, we present a few numerical computations for Schrödinger equations and scalar wave equations, using the algorithms described above. Multivalued wave fronts (phases), densities, and amplitudes are presented together with the corresponding observables in the physical domains.

### 6.1 Schrödinger equations

We present calculations for the semiclassical solutions of equation (3.1) with different smooth potential functions.

Example 6.1. 1D free motion $(V=0)$.
Fig. 4 presents a computational result with the initial conditions

$$
\phi_{0}(x)=-\sin (\pi x)|\sin (\pi x)|, \quad \rho_{0}(x)=\exp \left(-(x-0.5)^{2}\right) .
$$

Notice that in Fig. 4, the averaged velocity $\bar{u}$ is plotted against the multivalued velocity, and their values are equal wherever the system does not develop a multi-valued solution. Fig. 5 shows a progression of velocity and the corresponding density from the initial conditions $\phi_{0}(x)=-\alpha(\ln (\cosh (x-\beta))+\ln (\cosh (x+\beta)))$.

Example 6.2. Consider the 1-D model with periodic potential $V(x)=\cos (2 x+0.4)$.
Fig. 6 shows a plot at a later time for this system. The initial conditions are set to

$$
\begin{aligned}
& S_{0}(x)=\sin (x+0.15), \\
& \rho_{0}(x)=\frac{1}{2 \sqrt{\pi}}\left[\exp \left(-(x+\pi / 2)^{2}\right)+\exp \left(-(x-\pi / 2)^{2}\right)\right] .
\end{aligned}
$$

In this figure, we also plotted the averaged velocity, and as a function of $x$, it has discontinuities where $\phi_{p}=0$.

Example 6.3. Consider 2-D model with quadratic potential (Harmonic oscillator $V=$ $\left.|x|^{2} / 2\right)$. We set the initial conditions to be

$$
\begin{align*}
& S_{0}\left(x_{1}, x_{2}\right)=0.6\left(\sin \left(0.4 \pi x_{1}\right)-0.1\right)\left(\sin \left(0.4 \pi x_{2}\right)-0.2\right),  \tag{6.1}\\
& \rho_{0}(x)=\exp \left(-|x|^{2}\right)+1.0 . \tag{6.2}
\end{align*}
$$

We perform the calculation in a four dimensional phase space that includes the two physical dimensions, $(x, y)$, and two additional dimensions, $(p, q)$, that embed the information of $S_{x}$ and $S_{y}$. Fig. 7 shows the averaged density of the system at time $T=6.7$. The spikes with large values correspond to the caustics developed at $T=6.7$.


Figure 4: In the plot on the left, the multivalued velocity is shown as the dotted curve against the average velocity in solid curve. On the right is the corresponding density $\bar{\rho}$.

### 6.2 Scalar wave equations

This subsection presents some calculations of the wave equations (4.12). We place energy packets on a families of wave fronts (level sets of the phase $S$ ) in phase space and evolve the corresponding level set and amplitude functions. At the time when we want to evaluate the amplitude in the physical domain, a numerical integration as described in (4.16).
Example 6.4. (1D self-crossing wave fronts) $c(x)=1.0 . S(x)=-\left(x^{2}-0.25\right) / 4 . \bar{A}_{0}(x)=$ $\chi_{[-0.7,-0.3]} \cup[-.3,0.7](x)$, where $\chi_{\Omega}(x)$ is the characteristic function of the set $\Omega$. This simple example is designed to verify the superposition of amplitudes in linear wave propagations. We see that two groups of wave fronts each carries an amplitude of 1 is moving towards the origin. Our calculations verify that the amplitude at a given location is the addition of the amplitudes of all the wave fronts occupying the same location. See Fig. 8.

Example 6.5. (Wave guide) We are interested in a plane wave parallel to the x -axis, traveling in the positive direction in the z -axis. The index of refraction $\eta(x, y, z)=$ $c^{-1}(x, y, z)=1+\exp \left(-x^{2}\right)$, is independent of $z$. In this case we can use $z$ as time axis and reduce one more dimension. The convection in this reduced phase space, $x-\theta-z$ space, is

$$
\frac{\partial}{\partial z} u+\tan \theta u_{x}+\frac{\eta_{x}}{\eta} u_{\theta}=0
$$

We initialize $u(x, \theta)=\theta, \theta \in\left[-\pi / 2+\theta_{0}, \pi / 2-\theta_{0}\right], x \in[-3,3]$ and $f(x, \theta, z=0)=$ $A_{0}^{2}(x) \eta^{2}(x)$.

Fig. 9 shows the multivalued wave front plotted in the $x-\theta$ space (left), and

$$
A^{2}\left(x, z_{1}\right)=\eta^{2}(x) \int f\left(x, \theta, z_{1}\right) \delta\left(\phi\left(x, \theta, z_{1}\right)\right) d \theta
$$

plotted as a function of $x$ (right).


Figure 5: 5-folding in the velocity (the left cloumn) and the corresponding averaged density (the right column). 50 grid points are used in our computation, and the results are plotted at $T=3.5,5.0$, and 7.5 .


Figure 6: The dotted line and the solid line in the plot on the left correspond respectively to the multivlaued phase gradient and its average ( $\bar{u}$ ). The plot on the right is the corresponding density $\bar{\rho}$ at $T=18.0$.


Figure 7: Averaged density of Example 6.3 at $T=6.7$.
Example 6.6. (Contracting circle and ellipse in 2D)
Circle: $S(x, y)=-\left(x^{2}+y^{2}-0.5\right) / 2, c(x) \equiv 1$. $A_{0}(x, y)=0.3 * \delta_{0.3}^{\cos }(-S(x, y))$.
Ellipse: $S(x, y)=-\left(x^{2}+9 y^{2}-0.6\right), c(x) \equiv 1$. $A_{0}(x, y)=0.3 * \delta_{0.3}^{\text {cos }}(-S(x, y))$.

$$
\delta_{\alpha}^{\cos }(x)= \begin{cases}\frac{1}{2 \alpha}\left(1+\cos \left(\frac{\pi x}{\alpha}\right)\right), & |x| \leq \eta, \\ 0, & |x|>\eta .\end{cases}
$$

Figs. 10 and 11 show the respective $\bar{A}^{2}$ at different times. In addition, in Fig. 12, we plotted three wave fronts computed using raytracing on the ellipses that are initially defined by $x^{2}+9 y^{2}-r=0$ with $r=0.45,0.6$, and 0.7 .

Example 6.7. (Waveguide) $c(x, y)=2-\exp \left(-9 y^{2}\right)$, and $S_{0}(x, y)=x$,

$$
\bar{A}_{0}^{2}(x, y)= \begin{cases}1 & \mid x-0.3) \leq 0.15 \\ 0 & \text { otherwise }\end{cases}
$$



Figure 8: Self-crossing wave fronts in one dimensions.



Figure 9: A multivalued wave front in a waveguide plotted in the $x-\theta$ space (left) and the corresponding amplitude, $A^{2}$ (right).


Figure 10: Contracting circle. The averaged amplitude $\bar{A}^{2}$ is plotted at different times.

Due to the slower wave speed near $y=0$, wave fronts develop swallow tails while traveling along the $x$-axis towards the right. These swallow tails correspond to the formations of caustics. Fig. 13 shows four snapshots of the transport of the amplitude $\bar{A}^{2}(x, y, t)$. We see concentrations of energy at the corners of swallow tails.

## 7 Conclusions

The techniques using the level set method are naturally geometrical and very well suited for handling multi-valued solutions. Many more possibilities have yet to be explored. Future challenges lie mainly in further development of the approach to solve more real-world problems, say nonlinear wave propagation problems such as dispersive KdV equations [29], nonlinear Schödinger equations. Recently Liu and Wang [44, 45] have introduced a field space based level set method for computing multi-valued electrical and velocity fields as well as the electron density governed by one-dimensional Euler-Poisson equations-a nonlinear system. This study suggests the possibility for developing level set methods applied to nonlinear wave propagation problems.

On the other hand, there are some analytical issues which need to be understood, such


Figure 11: Contracting ellipse. The averaged amplitude $\bar{A}^{2}$ is plotted at different times (we cut off the portions of the graphs that are above 1.5).
as stability when performing geometrical operations in the augmented space and error estimates in both augmentation and projection steps. Also our understanding of how to recover original wave fields from computed observables is not completely satisfactory. Nevertheless careful numerical studies are expected to help in understanding the various issues and developing analytical results.

The solutions that are constructed by the methods mentioned in this paper are effective in the limit as the frequency goes to infinity. In many practical applications, it is important to incorporate some suitable correction so that the finite frequency nature of the problem is


Figure 12: Contracting ellipse at $T=0.460526$. We plotted a three wave fronts underneath the graph of $\bar{A}^{2}$; these wave fronts correspond to the ellipse defined, at $T=0$, by the zeros of $x^{2}+9 y^{2}-r=0$ with $r=0.45,0.6$, and 0.75 .


Figure 13: Multivalued wave front evolution in a waveguide.
reflected. For example, the singularities in the amplitude of the high frequency scalar wave solution is un-physical and could have important undesired consequences in solving the inverse problems in seismic imaging. Finding suitable corrections is therefore an important challenge to be resolved.

In conclusion, the results presented in this article and other results we have obtained so far show that the level set method does provide a very attractive framework for computing multi-valued solutions for nonlinear PDEs, in particular in applications to computational high frequency wave propagation problems.
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