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Abstract. In this paper, we simulate the pressure driven fluid flow at the pore scale
level through 2-D porous media,which is composed of different curved channels via
the lattice Boltzmann method. With this direct simulation, the relation between the tor-
tuosity and the permeability is examined. The numerical results are in good agreement
with the existing theory.
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1 Introduction

Fluid flow through porous media is a common phenomenon in science and engineering.
Thus, the prediction of the permeability, as the main transport property in porous media,
is a long-standing problem of great practical importance. Existing experiment results and
theoretical works [1–5] show that the permeability of various porous materials is deter-
mined by their structure parameters such as porosity, specific surface area, tortuosity etc.
Among the existing theories, the Kozeny-Carman equation may be the most famous one,
which can be expressed as:

k=
ǫ3

k0T2S2
, (1.1)
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where k is the permeability, k0 is the shape factor, ǫ is the porosity and S is the specific
surface area (i.e., the pore surface area per unit volume of porous material) and T is the
tortuosity, defined as follows:

T =
Le

L
, (1.2)

where Le is the length of real flow path and L is the length of sample of the porous
material. According to Eq. (1.1), the square of tortuosity is inversely proportional to the
permeability if ǫ3/k0S2 is fixed. However, this relation is always assumed to be applicable
for various porous materials although it is only analytically derived from rather simple
inclined straight channel model [15–17]. To our knowledge, few works is available to test
this relation in more complex cases via experiments or numerical simulations.

In recent decades, with the development of computer and numerical algorithms, nu-
merical studies for fluid flow in porous media with extremely complex structures is pos-
sible. The lattice Boltzmann (LB) method, which appeared recently for simulating fluid
flow has widely used in understanding the transport process in porous media at the pore
scale level [6–8,11,12,15,18–26] due to its advantages such as easily dealing with complex
boundaries over other simulation methods as finite volume method. However, few liter-
ature is available to study the relation between the tortuosity and the permeability using
LB methods yet. In this work, we will focus on this topic by simulating the fluid flow
at the pore scale level in some 2D porous media composed of different curved capillary
channels via the lattice Boltzmann method.

Our paper is organized as follows: in Section 2 three test cases for 2D porous media
are presented in order to test the relation between the permeability and the tortuosity;
in Section 3 the LB model used in this paper is briefly introduced; in Section 4 the rela-
tion between the tortuosity and the permeability is examined and the numerical results
obtained are compared with the Kozeny-Carman equation. Finally in Section 5 some
conclusions are presented.

Figure 1: The Layout of a capillary model with inclined straight channel, i.e., Case I.
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Figure 2: (a) The layout of a capillary model with a curved channel whose boundary sin-type, i.e., Case II. (b)
A simple section.

(a)

(b)

Figure 3: (a)The layout of a capillary model with a curved channel whose boundary zigzag-type, i.e., Case III.
(b) A sample section.

2 Test cases

For the purpose of studying the relation between the tortuosity and the permeability,
three test cases corresponding different capillary models for 2D porous media are exam-
ined. Case I, as shown in Fig. 1, is a capillary model with inclined straight channel. Case
II (Fig. 2) and Case III (Fig. 3) are capillary models with curved channels whose bound-
ary are sin-type and serpentine respectively. In all these test cases, we assume that the
Darcy’s law, namely,

ū=− k

ν
∇p (2.1)

is valid, where ū is the average velocity of the whole sample along the direction of the
pressure gradient, ∇p is the pressure gradient added at the left and right boundary of the
sample, ν is the kinematic viscosity. For Case I, an analytical solution for the permeability
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can be found as [15]:

k=
ǫ3

3T2S2
, (2.2)

where ǫ = DT/H, S = 2T/H, and D is the width of the channel. On the other hand, we
can measure the permeability according to Eq. (2.1) from the numerical results:

k=− νū

∇p
. (2.3)

If the pressure on the left boundary is denoted as pin and the one on the right boundary
as pout, Eq. (2.3) can be rewritten as

k=
νūL

pin−pout
. (2.4)

So for this case, we can compare the numerical solutions with the analytical ones. How-
ever, we have no analytical solutions for Case II and Case III. In addition, it is not easy
to determine the shape factor k0 in these two cases. Therefore, it is difficult to examine
the relation between the permeability and the tortuosity directly. In this work, instead
of directly examining this relation, we examine that between −νS2ū/ǫ3∇p and 1/T2. To
this end, from Eq. (1.1) with Eq. (2.1), we can get:

− νS2ū

ǫ3∇p
=

1

k0T2
, (2.5)

or
νS2ūL

ǫ3(pin−pout)
=

1

k0T2
, (2.6)

where L is the length of the porous sample. So we can test if −νS2ū/ǫ3∇p is proportional
to 1/T2 instead of examine the relation between the permeability and the tortuosity in
these two cases.

3 The LB method

The lattice Boltzmann method has been proved to be a very efficient simulation tool to
study fluid flows in highly complex geometries such as porous media. In this work, we
will use the impressible LB model proposed by Guo in [28] (D2G9), which was developed
from the classical models in [6, 9, 10]. In this model, the lattice Boltzmann equation with
the BGK approximation can written as

gi(x+ciδt,t+δt)−gi(x,t)=− 1

τ
(gi(x,t)−g

eq
i (x,t)), (3.1)
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where gi is the single particle mass distribution function in i direction, δt and ciδt are
the time and space increment, respectively; τ is the relaxation time due to collision. The
discrete velocities ci’s are defined as

ci =











(0,0), i=0,

(cos[(i−1)π/2],sin[(i−1)π/2])c, i=1,2,3,4,

(cos[(2i−9)π/4],sin[(2i−9)π/4])
√

2c, i=5,6,7,8,

where the velocity c is δx/δt. Moreover, g
eq
i is the local distribution function given by

g
eq
i =











ρ0− 5p
3c2 +s0(u), i=0,

p
3c2 si(u), i=1,2,3,4,

p
12c2 si(u), i=5,6,7,8,

where

si(u)=−ωi

[

ci ·u
c2

s

+
(ci ·u)2

2c4
s

− |u|2
2c2

s

]

(3.2)

with the weight coefficient

ωi =











4/9, i=0,

1/9, i=1−4,

1/36, i=5−8,

and cs = c/
√

3.

From Eq. (3.1), we can obtain the incompressible Navier-Stokes equations by using
the Chapman-Enskog expansion under the assumption of the low Mach number:

∇·u=0,

∂u

∂t
+u·∇u=−∇p+ν∇2

u,

where the kinematic viscosity is defined as ν=(τ−1/2)c2δt/3. Since the curved bound-
aries must be considered in the present work, we validate the code of this model by
simulating a 2-D Poiseuille flow in a plane channel, where the two walls are not placed
on the computation grids (see Fig. 4). The analytical solution of the steady Poiseuille flow
is

u(x,y,t)=
(pin−pout)H2

4ν

[ y

H
−(

y

H
)2

]

, (3.3a)

v(x,y,t)=0, (3.3b)

p(x,y,t)= pin−
pin−pout

L
x, (3.3c)
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Figure 4: The layout of a 2-D Poiseuille flows, where H and L are the width and the length of the channel,
respectively.

where ν is the kinematic viscosity of the fluid, pin is the pressures at the inlet and pout is
outlet of the channel respectively. In simulation, we set ν=0.01, pin =1.001, pout =1.000,
L=2.0, H =0.97. The initial and boundary conditions here are set as

u(x,y,0)=0, v(x,y,0)=0, p(x,y,0)= p0,

p(0,y,t)= pin , p(L,y,t)= pout,

u(x,0,t)=u(x,H,t)=0, v(x,0,t)=v(x,H,t)=0.

The lattice size in computation is 200×100, and the relaxation time τ is taken as 1.0.
None of the wall boundaries lay on the computational grid points. The half bounce-
back method [29] is used to deal with the wall boundaries (i.e., the up and down bound-
aries), and the non-equilibrium extrapolation method [30] is applied to the inlet and out-
let boundaries. It is observed that the numerical results agree well with the analytical
solution given by Eq. (3.3).

4 Numerical results and discussions

In this section, fluid flow through three models of porous media presented in Section 2
is simulated via the lattice Boltzmann method introduced in Section 3. We discuss the
results one by one. It should be pointed out that the values of the parameters used in all
our simulations, such as ∇p=(pin−pout)/L, are chosen to keep Darcy’s law (2.1) valid.
As we know, Darcy’s law is valid when the pore scale Re is small enough. If we fix
the kinematic viscosity and the pore size, the condition means that ∇p should be small
enough. In Case I, for example, when ν=0.01, L= H =1.000 and D=0.25, Re is less than
1.0 and the maximum relative errors defined as

MRER=max
|kas(T)−kns(T)|

kas(T)
(4.1)

make no obvious difference if ∇p < 0.2. Here as, ns in (4.1) mean the analytical and
numerical solutions, respectively. The detailed result is shown in Fig. 5. Thus we choose
∇p=0.001 in Case I for simplicity.
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Figure 5: The maximum relative error defined by (4.1) vs ∇p, where ν = 0.01, L = H = 1.0, D = 0.25. The
relaxation time τ =1.0, and the lattice size takes as 500×500.

4.1 Test case I

As mentioned in Section 2, this case is one of few cases which have the analytical solu-
tions. In this case, we will compare the analytical solution given by Eq. (2.2) with the
numerical solution of Eq. (2.3) directly. Here the inclined boundaries of the channel are
given:

y=y0+ax, and y=y0+ax+D
√

1+a2.

In our simulations, the lattice size is 500×500, τ=1.0. ν = 0.01, pin = 1.001, pout = 1.000,
L = H = 1.000, y0 = 0.002. The halfway bounce-back method is used to deal with the
up and down curve boundaries and the non-equilibrium extrapolation method is used
to deal with the inlet and outlet ones. It should be noted that the same methods are
applied in the numerical simulations on Test Cases II and III. In order to examine the re-
lation between the tortuosity and the permeability, we fix D and change a to get different
tortuosity values and then calculate the corresponding values of the permeability from
Eqs. (2.2) and (2.3) respectively. The numerical experiments are performed for four cases
D=0.1,0.15,0.2,0.25. The comparison of the numerical and analytical solutions are shown
in Figs. 6 and 7. As seen from these two figures, the numerical solutions agree well with
the analytical ones for all cases. However, the deviation is also obvious. Through detailed
investigations, we find that the following three main reasons lead to the errors: the lattice
size, the selection of y0 and the edge effect. As can be observed in Fig. 6(a) (for D =0.10)
and Fig. 6(b) (for D = 0.15), the maximum deviation from the analytical solution to the
numerical solution shifts from mid T to large T. The main reason is that the lattice size is
not fine enough. If the lattice size is 1000×1000, the abnormal phenomena will disappear
(see Figs. 6 and 7(a)). Since the halfway bounce back method is used in dealing with
the wall boundaries, the selection of y0 deadly influences the accuracy of this method.
However, the selection of y0 = 0.002 is not the optimal one. The numerical errors will
reduce if y0 = 0.003, as shown in Figs. 6 and 7. Because the analytical solution is correct
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Figure 6: Comparison of the numerical solutions (NS for short) with the analytical solutions (AS for short),
where D = 0.10 for (a) and D = 0.15 for (b). Here NS1 corresponds to y0 = 0.002 and NS2 corresponds to
y0 = 0.003. The lattice size is 500×500 in both cases. NS3 corresponds to y0 = 0.0015; and the lattice size is
1000×1000 in this case.
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Figure 7: Comparison of the numerical solutions (NS for short) with the analytical solutions (AS for short),
where D = 0.20 for (a) and D = 0.25 for (b). NS1 corresponds to y0 = 0.002,τ = 1.0; NS2 corresponds to
y0 = 0.003,τ = 1.0, and NS3∼7 corresponds to y0 = 0.003,τ = 4.0,2.0,1.33,0.8,0.67 with D = 0.25, respectively.
The lattice size is 500×500 in all cases except NS3 for D = 0.20 where the lattice size is 1000×1000 and
y0 =0.0015.

only under the assumption that the channel is long enough, the edge effect is obvious if
the assumption is not satisfied. This effect is more obvious in the case D = 0.25 when T
is large. As shown in Fig. 7(b), the maximum relative error (MRER) of NS2 is 2.66% for
T = 1.1927. If we lengthen the channel by two times, the relative error then reduces to
1.11% for the same T as shown in Fig. 8. In addition, the relaxation time τ should also be
chosen properly because the permeability calculated by LBM (for traditional single relax-
ation time models) is dependent on the kinematic viscosity (through τ), which was first
noticed by Ferriol [13]. As shown in Fig. 7(b), the optimal value of τ should be 0.8, which
is about 1.0 as recommended by Jin [14]. To balance the accuracy and the computational
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Figure 8: Comparison of the numerical solutions with the analytical solutions, where D=0.25. Here H=L=2.0,
y0 =0.0015, pin=1.001, pout=1.000, the lattice size is 1000×1000 and τ =1.0.

cost, we control the relative error less than 5%, although the situation is improved if we
deal well with the above reasons.

4.2 Test case II

In this subsection, we examine the relation −νS2ū/ǫ3∇p and 1/T2 instead of that be-
tween the permeability and the tortuosity. The same procedure will apply to Case III.
From Eq. (2.5), −νS2ū/ǫ3∇p is proportional to 1/T2. We will focus on the extent to
which the relation is true.

Here the sine-type boundaries of the channel are given:

y=y0+asin2πωx, y=y1+asin2πωx,

where d=y1−y0 >0.
In the simulations, the lattice size is 512×256, τ =1.0. ν=0.01, pin =1.01, pout =1.00,

L = 20.00, H = 10.00. We fix d and a, and change the tortuosity by altering ω in our nu-
merical experiments. Fig. 9 shows the numerical results of two cases: (a) d=2.00,a=1.00;
(b) d=3.00,a=2.00. As shown in Fig. 9, −νS2ū/ǫ3∇p is indeed proportional to 1/T2 ap-
proximately, which implies clearly the validation of Kozeny-Carman formula. However,
The intercepts of the fitting line are 0.017 for (a) and −0.0098 for (b), which seems to be in
contradiction to Kozeny-Carman formula where the intercept is zero. In addition, we can
also see that the absolute value of the intercept is getting larger as the ratio d/a increases.
Results on other cases such as d = 3.00, a = 1.00 also show this tendency. This kind of
phenomena may be due to two reasons. First one is the numerical errors in the simula-
tions. If the simulation performed on such as the finer lattice size, the proper selection
of y0 and ω, the intercepts will be more closer to zero; The second one is the departure
the geometry tortuosity of the channel from the tortuosity of real flow path. In all our
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Figure 9: The relation between −νS2ū/(ǫ3∇p) and 1/T2 in Case II. Here d=2.0, a=1.0 for (a) and d=3.0,
a=2.0 for (b).

simulations, we use the geometry one for convenience. This kind of phenomena shows
that the tortuosity used in Kozeny-Carman (1.1) should be that of the real path flow.

4.3 Test case III

In simulation, the lattice size is 1000×180, τ=1.0. ν=0.01, pin =1.01, pout=1.00, L=10.00,
H = 1.80. We fix d and d1, and alter the tortuosity of the channel by changing d2, as
shown in Fig. 3(b). Here the numerical experiments are done in the following four cases
d1 = 0.20,0.30,0.40,0.50 where d = 0.30. The numerical results are shown in Figs. 10 and
11. From these figures, we can easily find that −νS2ū/ǫ3∇p is proportional to 1/T2

approximately again in this model. However, the similar phenomena which seems to be
in contradiction to Kozeny-Carman formula can also be observed from these figures as
in Test Case II. Similarly, the situation will be improved if better parameters affected the
accuracy of the simulation and the tortuosity of real flow path are used.

In summary, the validation of Kozeny-Carman equation (1.1) can be demonstrated
from the three Test Cases in certain extent. In other words, the relation between the
tortuosity and the permeability implied in this formula is also true at least in these Test
Cases.

5 Conclusion

In this paper, the pressure driven fluid flow in 2D porous media models composed of
curved channels is simulated using the LB method to examine the relation between tor-
tuosity and permeability. As shown in Section 4, the square of the tortuosity is in inverse
proportion to the permeability in all of the three Test Cases under certain conditions.
These results are found in good agreement with the Kozeny-Carman theory. In addition,
as shown in Case II, the Kozeny-Carman theory may prefer the tortuosity with the defi-
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Figure 10: The relation between −νS2ū/(ǫ3∇p) and 1/T2 in Case III. Here d=0.30, d2 =0.20∼0.80. d1 =0.20
for (a) and d1 =0.30 for (b).
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ǫ3∇p

the numerical results

the fitting curve y =0.43 ∗ x−0.0089

(b)
0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7

0.05

0.1

0.15

0.2

0.25

0.3

1

T 2

− νS 2ū
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Figure 11: The relation between −νS2ū/(ǫ3∇p) and 1/T2 in Case III. Here d=0.30, d2 =0.20∼0.80. d1 =0.40
for (a) and d1 =0.50 for (b).

nition version of the real flow path. We point out that all the simulations are performed
in rather simple test Cases for the 2D porous media; the situations in more complex cir-
cumstances such as 3D cases need to be further investigated.
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