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Abstract. Non-local thermodynamic equilibrium (NLTE) conditions are universal in
laboratory and astrophysical plasmas and, for this reason, the theory of NLTE plas-
mas is nowadays a very active subject. The populations of atomic levels and radiative
properties are essential magnitudes in the study of these plasmas and the calculation
of those properties relies on the so-called collisional-radiative (CR) models. However,
the complexity of these models has led to the development of numerous collisional-
radiative codes and this is a current research topic in plasmas. In this work is pre-
sented a versatile computational package, named ABAKO/RAPCAL, to calculate the
populations of atomic levels and radiative properties of optically thin and thick, low-
to-high Z, NLTE plasmas. ABAKO/RAPCAL combines a set of analytical approxi-
mations which yield substantial savings in computing running time, still comparing
well with more elaborated codes and experimental data. In order to show the capabil-
ities of the code and the accuracy of its results, calculations of several relevant plasma
magnitudes for various plasma situations are shown and compared.

PACS: 52.25Dg, 52.25Os

Key words: Collisional-radiative model, optically thin and thick NLTE plasmas.

∗Corresponding author. Email addresses: rrodriguez@dfis.ulpgc.es (R. Rodriguez), rflorido@dfis.

ulpgc.es (R. Florido), jmgil@dfis.ulpgc.es (J. M. Gil)

http://www.global-sci.com/ 185 c©2010 Global-Science Press



186 R. Rodriguez et al. / Commun. Comput. Phys., 8 (2010), pp. 185-210

1 Introduction

In many research areas on plasmas and their applications such as astrophysics, X-ray
laser development, inertial and magnetic confinement fusion or EUV lithography, the ac-
curate calculation of the populations of atomic levels and radiative properties existing in
the plasma is required, since they are involved, for example, in hydrodynamic simula-
tions or spectroscopic diagnostics.

At high densities, when the plasma can be considered under local thermodynamic
equilibrium (LTE) conditions the populations are calculated by means of the equations
of Saha-Boltzmann. On the other hand, in the low density regime, coronal equilibrium
(CE) can be assumed and, therefore, these quantities are evaluated using the CE equa-
tions. However, these limit situations are exceptions and non-LTE (NLTE) conditions
are universal in laboratory and astrophysical plasmas and, for this reason, the theory of
NLTE plasmas is nowadays a very active subject. In NLTE, the problem shows great com-
plexity because there is not a priori expression for the occupation probabilities of bound
states and one must find the statistical distribution of the ionic levels using a collisional-
radiative (CR) model. This implies solving a set of rate equations with coupling of atomic
configurations, free electrons and photons. Taking into account that for accurate simula-
tions of the level populations and radiative properties it is essential to include as many
levels as possible, the resolution of the resulting large linear equation system becomes
sometimes unmanageable and approximations must be made. This fact has led to the
development of numerous CR codes [1–10] since the early proposals described in [11,12].

The complexity of the CR models is mainly due to three factors. The first one is
the atomic model chosen, which is still the focus of much attention and numerous dis-
cussions. The most detailed level of information that can be used in the determination
of the population distributions is usually referred detailed-level-accounting (DLA) ap-
proach, in which each atomic level is explicitly included and the resolution of a level-
by-level kinetic model is required. This approach is considered practical for elements
with a low to medium atomic number (Z < 30) [13]. As the atomic number increases,
the amount of atomic data involved rises considerably and the DLA approach becomes
impractical and sometimes unnecessary [14]. Thus, for high-Z elements, a configuration-
by-configuration kinetic model, i.e. a detailed-configuration-accounting (DCA) model,
is the standard approach. In the literature there are statistical methods to reduce the
level of atomic description which imply grouping of levels into configurations (result-
ing a DCA model) [15] or superconfigurations (SC) [16]. These methods have shown to
be very efficient when they are combined with unresolved transition array (UTA/SOSA)
[17, 18] and/or supertransition array (STA) [19] formalisms. In these approaches both
the amount of atomic data and the number of rate equations are noticeably reduced due
to the configuration or superconfiguration average. However, these models based on
averages may lack the accuracy to describe isolated levels or transitions. A possible im-
provement lies in the definition of effective temperatures inside each statistical group
(configuration or superconfiguration), where the detailed level population inside each
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group is obtained from the group population and the effective temperature [7]. Another
alternative relies on the hybrid models that mix detailed and average descriptions [13,20]
or the reduced DCA model [21], which, however, can be considered an area still under
development. Other models try to optimize the speed of calculation, although that im-
plies a certain loss of accuracy, because, for example, they are going to be used to perform
in-line hydro-simulations, such as those developed in the context of an average atom.

The second difficulty in the CR models is related to the expressions employed for the
rate coefficients of the atomic processes included. In principle, they should be obtained
by means of quantum mechanical calculations. However, any kinetic calculation implies
a massive evaluation of rate coefficients, which prevents its application. On the other
hand, in the literature there are available analytical expressions for the rate coefficients
or cross sections of the most relevant atomic processes, although no one of them stands
out for its high accuracy. However, due to the complexity of the problem considered, it
is necessary to reach a compromise between accuracy and computational viability.

Finally, there is the problem of the radiative transfer. For optically thick plasmas the
radiative transfer equation is coupled to the rate equations in the CR model. The radi-
ation transport shows a considerable relevance, for instance, in the study of planetary
and stellar atmospheres and also in the population balance and spectral properties of
laser generated dense plasmas. However, the exact resolution of the radiative transfer
equation for each radiative transition in the plasma involves a huge computational cost.
Furthermore, due to the coupling with the rate equations, the calculation requires an it-
erative procedure until the convergence is achieved. For this reason, we can find many
different approaches and numerical techniques for dealing with the radiative transport
under NLTE conditions [22–26]. There are also methods, based on the escape factor for-
malism, that avoid the explicit solution of the radiative transfer equation and can be
applied to homogeneous [27–29] or non-homogeneous plasmas [30–32].

Thereby, according to the above explained, there are many sources of discrepancies
among the different developed CR models. Obviously, the ability to reproduce exper-
imental data is the most valuable test for any CR model, but clean experiments are
very difficult to perform and there exist only a few measurements that could be used
as benchmark cases for the validation of computational codes. The NLTE kinetics work-
shops [33–35], which have focused on comparisons for specific cases among CR codes
developed by diverse research groups, try to make up for this lack of experimental data.
These meetings have contributed to identify regimes of plasma conditions where popula-
tion kinetics looks predictable, as it happens near closed shells, however the general rule
for the most of the cases was the disagreement between codes. This demonstrates that
none of the available models can be considered as the ultimate solution to the problem of
the population kinetics, but rather represent complementary ideas and choosing one or
the other will depend on the situation under review. In summary, further investigation
into population kinetics of NLTE plasmas is necessary and any progress for providing a
better understanding of the underlying physics will be welcomed.

Thus, in this work we present the ABAKO/RAPCAL computational package, a CR
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code to determine the population distribution of atomic levels and radiative properties
of steady-state optically thin and thick plasmas, which is the result of coupling ABAKO
[36, 37] and RAPCAL [38] codes. During its development, a special care was taken to
achieve an optimal compromise between accuracy and computational cost. Hence, the
code combines a set of simple analytical models which yield substantial savings of com-
puter resources, still providing good comparisons with more elaborate codes and exper-
imental data. It incorporates an internal atomic model that provides atomic data in the
DCA approach making use of a parametric potential, although working with an external
source of atomic data is also available. Analytical expressions are employed to compute
the rate coefficients of the atomic processes involved in the kinetics and the opacity effects
are taken into account using a model based on the a escape factor formalism. These fea-
tures make ABAKO/RAPCAL a versatile CR model which can be applied to low-to-high
Z ions for a wide range of laboratory plasma conditions: coronal, LTE or NLTE, optically
thin or thick plasmas. Next section is devoted to describe the main features of the code.
In Section 3 are presented and compared calculations of several relevant plasma magni-
tudes for various plasma situations, in order to show the capabilities of the code and its
accuracy. Finally, in Section 4 are exposed main conclusions and remarks.

2 ABAKO/RAPCAL description

The ABAKO/RAPCAL code is composed by three modules. This section is devoted to
their explanation as well as to comment some computational aspects related to the reso-
lution of the linear system of rate equations. A flowchart of the code is plotted in Fig. 1.

 

Figure 1: ABAKO/RAPCAL flowchart.
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2.1 Atomic module

ABAKO/RAPCAL has a built-in model to obtain all the atomic data required for kinetic
calculations. The model follows a relativistic DCA approach within the central field ap-
proximation. For each relativistic configuration, the Dirac equation is solved using as
effective potential an analytical one which can model both isolated situations [39,40] and
ions immersed into weakly [41] and strongly coupled plasmas [42]. In spite of its sim-
plicity, this atomic model is able to provide accurate results for magnitudes such as the
average ionization and ion population and, therefore, it is often used as a first step in
more elaborate calculations in order to optimize them. For example, it has been used in
obtaining the maps of the thermodynamic regimes and average ionization of carbon [43]
and aluminum [38] plasmas in terms of the electron temperature and density. However,
for less average plasma magnitudes such as the atomic level populations or radiative
properties it is required a better atomic description. ABAKO/RAPCAL has been also
designed to work with external atomic data obtained either from atomic data tables or
codes. The current external atomic source is the FAC code [44]. FAC is designed to pro-
vide atomic data in DLA approach, but it can also works in a DCA mode by means of
configuration averages of detailed levels. The energies of the levels of an ion are ob-
tained by diagonalizing the relativistic Hamiltonian. The basis states which are usually
referred as configuration state functions are built as anti-symmetric sums of products of
one-electron Dirac spinors. In coupling the angular momenta the standard jj-coupling
scheme is followed. Finally, the approximate atomic wave functions are evaluated mix-
ing the basis states with the same symmetry with the mixing coefficients obtained from
diagonalizing the total Hamiltonian. A simple computational program has been written
to automatically convert the FAC output files into properly formatted ABAKO/RAPCAL
input ones.

As the plasma density increases, screening effects due to neighboring electrons and
ions begin to modify the energy levels while degeneracy begins to raise the energy of
the free electrons. The resulting change in the ionization potentials of bound states and
level occupancy numbers leads to the phenomenon of pressure ionization. In spite of the
well-known critical importance of pressure ionization to calculate the ionic abundances
and level populations, great difficulties are still found to model it properly and the most
of the existing CR models and codes take into account the plasma effects in a very ap-
proximate way. The phenomenon is often described only in terms of a lowering of the
ionization potential or continuum-lowering (CL) and this is the procedure that we follow
in ABAKO/RAPCAL too. Thus, for dense plasmas, the isolated ionization potential Iζ is
lowered a quantity ∆Iζ to obtain a non-isolated value I ′ζ = Iζ−∆Iζ . To calculate the correc-
tion ∆Iζ we apply the formulation due to Stewart and Pyatt [45], but using the particular
proposal given in [46],

∆Iζ =
3
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Here IH is the Rydberg constant, a0 is the Bohr radius, Rζ = [3(ζ+1)/(4πne)]
1/3 is the

ion-sphere radius assuming the plasma composed of ions with charge ζ only, the Debye

radius is D=
[

4π(Z̄+Z2)nion/Te

]−1/2
, a=1/D, Z̄ is the plasma average ionization, Z2 is

the second order moment of the population distribution, nion is the total ion density and
Te is the electron temperature (assuming ion-electron termalization). Note that when the
CL correction is applied the kinetics rate equations must be solved iteratively, since the

atomic data depend on ionization balance by means of Z̄ and Z2.

Finally, the issue of which set of electronic configurations must be included in a par-
ticular kinetic calculation must be addressed. Both, the level populations and radiative
properties depend strongly on the atomic configurations included in the calculations,
however, it is still an open question which is the most suitable election of them [14,20,47].
In this respect, the overall analysis of the large number of cases studied during the
ABAKO/RAPCAL development has led us to consider a complete enough set of con-
figurations which allows us to obtain reasonable estimates of the ionization balance. This
set of selected configurations has been shown to be robust for atomic kinetic modeling,
since the addition of new configurations produced hardly appreciable changes in the
population distributions.

2.2 Collisional-radiative module

This module is basically the ABAKO code. Following the standard NLTE modeling ap-
proach, where an account of the existing atomic states is made and the microscopic (ra-
diative and collisional) processes connecting these states are identified, a rate equation
system describing the population density of the atomic states is built and solved, giv-
ing the population distribution. Therefore, to find the level population distribution the
following system of rate equations is solved,

∂Nζi (r,t)

∂t
+v·∇Nζi (r,t)=∑

ζ ′ j

Nζ ′ jR
+
ζ ′ j→ζi−∑

ζ ′ j

NζiR
−
ζi→ζ ′ j , (2.2)

where Nζi is the population density of the atomic level ζi. The terms R
+
ζ ′ j→ζi and R

−
ζ ′ j→ζi

take into account all the atomic processes which contribute to populate and depopulate
the state ζi, respectively. In this paper no radiation-driven processes are explicitly con-
sidered. Also, a Maxwellian energy distribution with a characteristic temperature Te for
free electrons will be assumed.

Two complementary equations which have to be satisfied together with (2.2) are, first,
the requirement that the sum of all the partial densities equals the total ion density,

Z

∑
ζ=0

Mζ−1

∑
i=0

Nζi = Nion, (2.3)
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and, second, the charge neutrality condition in the plasma,

Z

∑
ζ=0

Mζ−1

∑
i=0

ζNζi =ne, (2.4)

where Mζ is the total number of levels for the charge state ζ.

Furthermore, if the plasma is optically thick, the set of the rate equations must be
solved together with the radiative transfer equation,

1

c

∂I(r,t,ν,e)

∂t
+e·∇I(r,t,ν,e)=−κ(r,t,ν) I(r,t,ν,e)+ j(r,t,ν) , (2.5)

where I is the specific intensity, ν the photon frequency, e a unitary vector in the direc-
tion of the radiation propagation, and κ and j the absorption and emission coefficients,
respectively, which couple the radiative equation with the rate equations.

In ABAKO is assumed in the rate equations static ions and stationary situations which
yields that the left member in (2.2) equals zero. The processes included in the CR model
are the following: collisional ionization [48] and three-body recombination, spontaneous
decay, collisional excitation [49] and deexcitation, radiative recombination [50], electron
capture and autoionization. We have added between brackets the references wherefrom
their approximated analytical rates coefficients have been acquired. The rates of the in-
verse processes are obtained through the detailed balance principle. It is worth pointing
out that the autoionizing states are included explicitly. It has been proved that their con-
tribution is critical in the determination of the ionization balance. The cross section of the
autoionization process is evaluated using detailed balance principle from the electron
capture cross section. This one is obtained from the collisional excitation cross section
using a known approximation [51]. Only those atomic processes whose rates are inde-
pendent of the radiation field intensity are explicitly considered in the CR model.

With respect to the radiative transfer equation, in ABAKO is assumed stationary con-
ditions. Therefore, the first sum in the left hand of (2.5) equals zero. In the current version
of ABAKO only bound-bound opacity effects are taken into account. These ones are in-
cluded in an approximate way by means of the escape factor formalism which avoids the
explicit solution of the radiative transfer equation. For a given line transition ζi↔ ζ j, the
escape factor Λji is introduced as an alternative way of writing the net rate of line emis-
sion. The escape factors enter in the calculations in two ways. First, in the atomic physics
calculations of excited-state populations. As a result there is an effective reduction in the
Einstein spontaneous emission coefficient Aζ j→ζi, which is written as ΛjiAζ j→ζi. Second,
they appear in the determination of the total emergent line intensity. This modification
circumvents the need to perform a simultaneous calculation of radiation transport and
atomic physics. To compute the escape factors we have adopted the technique described
in [52]. Thus, assuming a uniform distribution of emitting atoms and isotropic emission,
for the three basic geometries—plane, cylindrical and spherical—the escape factor Λji is
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written as

Λji =
∫ ∞

0
φij (ν)

1

τij (ν)
F
[

τij (ν)
]

dν. (2.6)

Here φij (ν) is the line profile. By default ABAKO considers a Voigt profile accounting
for natural, collisional and Doppler broadenings. Stark broadening can be also included
as an extra Lorentzian width using the approximate semiempirical formula given in [53].
Other line profile shapes can be used in the escape factors calculation if they are exter-
nally provided. τij (ν) = κζi→ζ j (ν)L is the optical depth, where in turn κζi→ζ j (ν) is the
line absorption coefficient and L denotes the characteristic plasma dimension, i.e. slab
width, cylinder or sphere radius. Finally, F

[

τij

]

is a functional of the optical depth whose
particular form depends on the considered geometry. Thus, for the slab it is obtained [54]

F(τ)=
1

2
−E3(τ) , (2.7)

where E3(τ) is the third-order exponential integral, for the spherical case it takes the
form [52]

F(τ)=
3

4

{

1−
1

τ2

[

1

2
−

(

τ+
1

2

)

e−2τ

]}

, (2.8)

and for the cylindrical geometry F(τ) is computed by interpolation over a numerically
defined function as described in [55]. Unlike other widely used methods for evaluating
the escape factor, such as [30–32], the formalism used in ABAKO has the advantage that
details about geometry are treated in an exact way. Moreover, according to (2.6), the last
integral that needs to be solved is a frequency integral over the line profile. This fact fa-
cilitates the use of other line profile functions, such as those provided by elaborate Stark
calculations, for the calculation of the escape factor. Thereby, it is no longer dependent
on rigid parametrizations of the frequency integral, which, although fast from a compu-
tational point of view, are only available for the typical Lorentzian, Gaussian and Voigt
profiles, as it happens in [30–32].

On the other hand, for each line transition, the escape factor depends implicitly on
the populations of the lower, Nζi, and upper level, Nζ j, since, according to (2.6), they are
required to compute the absorption coefficient κζi→ζ j (ν). Hence, in the case of optically
thick plasmas, the system of rate equations must be solved iteratively until convergence
is achieved within a prescribed tolerance.

Furthermore, ABAKO incorporates a new technique for the line-photon transport re-
lied on the definition of zone-to-zone radiative coupling coefficients. As a remarkable at-
tribute it can be applied to non-uniform planar media, i.e. with spatially varying electron
temperature and density, wherein other proposals developed within the same framework
seem not to be appropriate. We consider a plasma with planar geometry divided along Z
axis in NC homogeneous slabs, each of them characterized by an electron density Nc

e and
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temperature Tc
e , with c=1,··· ,NC. In the cell a the escape factor can be written as

Λ
q
ji =C

q
ji+

NC

∑
p=1
p 6=q

S
p
ij

S
q
ij

C
pq
ji , (2.9)

where the first term gives the probability that a photon emitted in the cell a escapes from
it without being absorbed and S

p
ij denotes the monochromatic source function in the cell

q. The sum can be interpreted as the probability that the photon is absorbed in any of
the remaining cells. Following the ideas described in [52] and [31], we have found the
following expressions for the radiative coupling coefficients for a plane-parallel medium

C
q
ij =

∫ ∞

0
dνφ

q
ij (ν)

1

∆τ
q
ij

F
(

∆τ
q
ij

)

, (2.10)

C
pq
ij =

1

2

∫ ∞

0
dνφ

q
ij (ν)

1

∆τ
q
ij

[

F
(

τ
pq
ij +∆τ

q
ij

)

−F
(

τ
pq
ij

)

−F
(

τ
pq
ij +∆τ

q
ij +∆τ

p
ij

)

+F
(

τ
pq
ij +∆τ

p
ij

)]

, (2.11)

with F(τ) = 1
2−E3(τ), τa is the optical depth of cell a and τac is the optical depth be-

tween cells a and c. In the above equations the details of geometry are exactly solved. In
addition, as the frequency integration is approached as the last step in the procedure, a
specification of the profile function before the geometry-dependent integrals is no longer
needed and the consideration of more sophisticated profile functions (i.e. to include Stark
effect) becomes feasible. We have found (2.10) and (2.11) under some approximations. It
was assumed that complete frequency redistribution holds, so absorption and emission
profiles becomes equal for each line in a given cell. We also consider that there is no
overlapping between different lines, and, therefore, the source function in each cell can
be approximated to the monochromatic one, and continuum-radiation effects are not in-
cluded.

2.3 Radiative properties module

The third module is the RAPCAL code [38], which is devoted to determine plasma ra-
diative properties, such as spectrally-resolved and mean emissivity and opacity, specific
intensity, source function, transmission and radiative power losses. The bound-bound
spectrum includes all the allowed transitions in the dipole approximation between all the
detailed atomic levels or configurations considered. Line profiles incorporate Doppler,
natural and electron-impact widths. For the latter a semiempirical formula is used [53].
Complete redistribution is assumed, so the same profile is used for the emission and
the absorption processes. For the bound-free spectrum, it evaluates the cross section
in the distorted wave approximation if we employ atomic data from FAC or the semi-
classical expression of Kramers [50] if we employ the atomic module implemented in
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Figure 2: Standard CR matrix in an optically thin calculation.

ABAKO/RAPCAL. Finally, for the free-free spectrum, the semiclassical expression of
Kramers [56] is always used. Full details about RAPCAL along with a collection of rep-
resentative results—including spectrally resolved and mean opacities and emissivities,
radiative power losses and transmission spectrum for plasmas of several atomic num-
bers for LTE and NLTE conditions—can be consulted in [38].

2.4 Resolution of the linear system of rate equations

When the electron density is taken as an input parameter characterizing the population
kinetics problem, then the set of rate equations constitutes a linear system of M equations
for the level populations, where M denotes the total number of levels included in the CR
model. Hence the size of the CR matrix scales like M2. However, modeling population
kinetics the atomic processes usually connect only levels that belong either to the same
charge state or to adjacent ones and this means that the CR matrix is sparse as it is shown,
as an example, in Fig. 2. In this example, the number of levels is 2605 and, therefore, the
number of matrix elements is 26052. However, from the figure it is observed that the
amount of non-zero elements (51359) is lower than the 1% of the total. When we are
dealing with non-homogenous optically thick plasmas, the structure of Fig. 2 is repeated
as many times as the number of cells considered and there are non-zero matrix elements
that connect different cells due to the radiative coupling coefficients, see Fig. 3. In this
case, the percentage of non-zero elements is even lower. Therefore, in order to keep
memory requirements to a minimum, ABAKO/RAPCAL uses sparse techniques to store
and operate on only the nonzero CR matrix elements.
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Figure 3: Standard CR matrix in an optically thick non-homogeneous calculation.

Another issue to consider is the method chosen for the solution of the rate equations
solver. Solvers can be broadly classified into two categories, direct and iterative. Using
standard linear algebra techniques, the direct solvers compute a solution which is guar-
anteed to be as accurate as the problem definition. The amount of time required to obtain
a solution by such algorithms typically scales like M3. In a population kinetics problem
the number of levels can easily reach the order of 104−105, so for such large systems of
equations the direct methods lead to prohibitively long run times. On the other hand,
the iterative methods start with an initial guess to the solution and proceed to calculate
solution vectors that approach the exact solution with each iteration, being the process
ended when a given convergence criterion is satisfied. For the kind of problems that
we are interested in the iterative methods yield an approximation to the solution sig-
nificantly faster than a direct method. Furthermore, iterative techniques typically require
less memory than direct ones and hence can be the only means of solution of the large CR
system of equations. In its current version, ABAKO/RAPCAL uses the generalized min-
imum residual (GMRES) or preferably the bi-conjugate gradient (BCG) iterative method
implemented in either the SPARSKIT [57] or CXML [58] numerical packages. Among the
existing iterative algorithms, BCG proved to be very efficient to solve the system of rate
equations according to the numerical tests that we performed. These consisted of com-
parisons of the populations obtained by the BCG solver with those provided by more
accurate direct solvers. Since ABAKO/RAPCAL intends to be a flexible and portable
package, tests were run on simple Windows XP PC’s with Intel Pentium IV 3 GHz or
Dual-Core 1.7 GHz and 1 Gb RAM memory. The results are listed in Table 1. For a wide
range of plasma conditions, the agreement between direct and iterative methods was
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very good. It is worth pointing out that the number of needed iterations to achieve con-
vergence depends on the initial guess. Thus, in order to initialize the iterative solver with
a good initial guess and accelerates the convergence, ABAKO/RAPCAL uses as initial
population distribution the solution provided by either the corona model or the Saha-
Boltzmann equations depending on whether the electron density of the case analyzed is
closer to the regime of low or high-density, respectively.

Table 1: Comparison between direct and iterative methods to perform the CR matrix inversion. Calculations
were done for an aluminum plasma.

Number
of levels

Computation time (s)
Direct method Iterative method

1000 1 <1
1500 3 <1
2000 4 1
2500 8 1
3000 14 2
3500 16 3
4000 33 4
5000 66 6
6000 84 10
7000 261 13
8000 1451 18

We have also developed a parallelized version of the first and second modules of the
code for homogeneous plasmas making use of the Message Passing Interface (MPI) [59].
We have developed a master-slave approach in order to improve the execution time. The
code has been compiled and tested with open MPI, LAM/MPI (Local Area Multicom-
puter) and MPICH2 (MPI Chameleon) libraries [60, 61]. In order to assure compatibility,
any of the MPI-2 extensions were used. In our master-slave approach, the master (main
process) sends a New Task and Task Type message to all the slaves, setting them into a Task
Status. The tasks supported are: receive configuration options; receive atomic data; start
atomic process calculation and generate rate equations, and kill slave. The last task is
only used at the end of the execution. That approach give as an easy maintenance of the
code, allowing us to add other parallelized routines in the future.

The parallelization features are used both in the calculation of the atomic processes
and in the generation of the rate equations. The master process assigns an equal number
of atomic levels to each slave. Then, it sends the task start atomic process calculation and
generate rate equations. Each slave starts to calculate its assigned atomic processes and
to generate the corresponding rate equations.

In Table 2 are listed the execution time, in seconds, for CR calculations of low, medium
and high-Z optically thin plasmas as a function of the number of processes considered.
Along with the name of the chemical element it has been added, in brackets, the number
of levels, and, therefore, the number of rate equations, considered. The calculations were
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Table 2: Execution time, in seconds, for several plasmas as a function of the number of processes considered.
In brackets we have added the number of levels and the percentage of execution time.

Process Carbon (2717) Argon (4592) Iron (8150) Iron (16302) Gold(45168)
1 8.88 (100 %) 24.69 (100 %) 47.89 (100 %) 173.03 (100 %) 13396 (100 %)
2 7.86 (88.5 %) 18.28 (74.0 %) 40.53 (84.6 %) 134.08 (77.5 %) 10207 (76.2 %)
3 8.30 (93.5 %) 17.39 (70.4 %) 31.31 (65.4 %) 99.34 (57.4 %) 6644 (49.6 %)
4 7.90 (89.0 %) 17.72 (71.8 %) 29.88 (62.4 %) 88.23 (51.0 %) 5261 (39.3 %)

carried out using an Intel QuadCore Q6600 2.4 Ghz and 2 Gb RAM. From the table we
observe that, except for the carbon case, the execution time decreases as the number of
processes grows. For the former, the execution time is almost the same or even higher
when the number of processes rises. When there are few atomic levels, as it happens in
the carbon case, the execution time is almost the same or even higher. It is due to the
setting up and interprocess communication time. On the other hand, when the number
of atomic levels is high the execution time tends to the inverse of the number of processes,
as the theory establishes. Anyway, it is worth pointing out that even with as low as 5000
atomic levels the execution time is reduced significantly. Moreover, that reduction will
be more important when the rate equations have to be calculated several times (because
continuum lowering corrections are applied, or the electronic density is computed from
the density of matter or ions, or we are modeling optically thick plasmas using the escape
factor formalism).

Finally, a brief reflection about the solving of rate equations when the neutral ion
stage is included in the calculations. The system of rate equations expressed in (2.2) is
not linearly independent. Hence, when computing a solution to the steady-state case, a
boundary condition is needed to provide sufficient information for determining a com-
plete set of level populations. Usually the charge neutrality condition (2.4) is taken as
boundary condition and used to replace one of the rows of the CR matrix and thus ob-
taining a non-trivial solution. When the neutral atom is not present in the calculations
the charge neutrality results in a row with all non-zero elements and the iterative solver
works fine. Nevertheless, when the neutral stage is included, since ζ = 0 for the neu-
tral, the charge neutrality condition introduces as many zero elements as atomic levels
have been considered for modeling the neutral atom. Furthermore, taking into account
that the neutral atom is the charge state having the largest number of bound electrons
in a plasma of a given element, it will typically involve a large number of atomic levels,
which in turn introduces by means of (2.4) the same large number of zero elements in the
CR matrix. When the plasma conditions require to include the neutral atom in the kinetic
calculations because its population is not negligible, for a certain number of cases, the
use of the neutrality condition as boundary equation lead to an ill-conditioned—close to
be singular—CR matrix, which causes the iterative method does not converge or it yields
to an unreliable approximate solution. For this reason, ABAKO/RAPCAL uses the par-
ticle conservation (2.3) as boundary condition rather than the charge neutrality equation.
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Thus, (2.3) introduces in the CR matrix a row full of ones. Then, in ABAKO the overall
set of equations is divided by Nion and the system is solved for the partial population
densities xζi =Nζi/nion. We have found that this procedure avoids convergence problems
in order to invert the CR matrix and obtain the level population distribution.

3 Results

It is not our aim in this work to carry out an exhaustive study of plasma properties rather
than to present some results and comparisons of several relevant plasma magnitudes for
optically thin and thick situations that allow us to show the capabilities of the code and
the accuracy of its results.

Table 3: Average ionization of the NLTE-4 carbon test case. DCA and DLA calculations are displayed in each
case.

Te (eV) ne (cm−3)
Colgan et al. ABAKO/RAPCAL
DCA DLA DCA DLA

3 1013 1.486 1.730 1.605 1.619
1015 1.895 1.923 1.786 1.852
1017 1.948 1.952 1.917 1.913
1019 0.959 1.004 1.142 0.932

5 1013 2.055 2.165 2.057 2.135
1015 2.592 2.514 2.309 2.276
1017 2.979 2.976 2.948 2.878
1019 2.104 2.076 2.182 2.084

7 1013 2.729 2.887 2.722 2.873
1015 3.189 3.185 3.004 2.977

1017 3.718 3.729 3.529 3.545
1019 2.993 2.987 3.001 2.998

10 1013 3.701 3.723 3.684 3.705
1015 3.856 3.862 3.747 3.745
1017 3.978 3.979 3.955 3.956
1019 3.785 3.786 3.776 3.787

3.1 Optically thin plasmas

To illustrate this case, we have chosen plasmas of low and medium-Z, carbon and kryp-
ton, respectively. In Table 3, we have listed the average ionization obtained for sev-
eral electron temperature and densities chosen as test cases in the NLTE-4 Workshop
[34]. The values obtained with ABAKO/RAPCAL are compared with those given by the
Los Alamos National Laboratory code ATOMIC [62]. The calculations were performed
both under DLA and DCA approaches. In ABAKO/RAPCAL for the DLA calculations
were used data provided by FAC code including mixing of levels coming from the same
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non-relativistic configuration, whereas for the DCA calculations were employed its own
atomic module. From the table it is observed a general agreement between the results of
both codes.

For the case of Kr plasmas, in Table 4 we present the cases considered and the aver-
age ionization obtained for those cases. The calculations were made using the atomic data
obtained using the atomic module of ABAKO/RAPCAL. The results are compared with
those reported by Chung et al. [63]. In that work, the calculations performed were very
sophisticated. The atomic data were generated by the HULLAC suite of codes [3]. For
atomic structure data HULLAC calculates the multiconfiguration, intermediate coupling
energy eigenvalues of the fine structure levels, and configuration interaction is taken
into account for energy levels calculations and oscillator strengths [64]. Autoionization
rates [65] and photoionization cross sections were computed using the multiconfigura-
tion wave functions and the collisional excitation and ionization were obtained in the
distorted wave approximation [66]. A good agreement between our results and those
given in [63] is found, which is a remarkable fact since, as it was stated before, their cal-
culations are very complex. We can observe that for the two lowest densities and for all
the temperatures considered, the plasma average ionization is independent of the den-
sity. This fact implies that in these cases the krypton plasma can be assumed under CE
conditions.

Table 4: Average charge state of krypton ions. Our results are compared with those given by Chung et al.

ne (cm−3) 1014 1018 1022

Te (eV) This work Chung et al. This work Chung et al. This work Chung et al.
1000 25.33 25.48 25.36 25.56 26.69 27.46
1600 26.16 26.64 26.15 26.68 28.65 29.49
2000 26.86 27.82 26.87 27.86 30.16 30.81
2500 28.07 29.70 28.06 29.72 31.65 31.95
3000 30.48 31.24 30.48 31.24 32.51 32.61
3500 31.74 32.12 31.75 32.13 32.97 32.98
4000 32.46 32.65 32.47 32.65 33.22 33.21
4500 32.87 32.96 32.88 32.97 33.38 33.36
5000 33.12 33.17 33.13 33.18 33.49 33.47
6000 33.40 33.42 33.40 33.43 33.61 33.62
7000 33.57 33.58 33.57 33.58 33.71 33.72
8000 33.68 33.69 33.68 33.69 33.79 33.80

10000 33.86 33.84 33.86 33.84 33.93 33.92

We have also calculated the radiative power loss for low-electron-density krypton
plasmas for a wide range of temperatures. Our calculations were performed using the
atomic module of ABAKO/RAPCAL and the results are listed in Table 5. They are com-
pared with those obtained using the analytical expression, valid for low density regime
only, proposed by Fournier et al. [67]. This expression was fitted to total radiative cooling
coefficients computed by them and validated with krypton cooling rates derived from
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Table 5: Radiative power loss (ergs/s/cm3) for low densities and several temperatures. Comparison between
ABAKO/RAPCAL results and those obtained using the fit provided by Fournier et al.

ne (cm−3) 1012 1013 1014

Te (eV) This work Fournier et al. This work Fournier et al. This work Fournier et al.

10 5.600×105 2.381×105 5.599×107 2.382×107 3.573×109 2.359×109

20 3.220×105 1.387×105 3.217×107 1.387×107 1.416×109 1.387×109

50 3.124×104 3.467×104 3.124×106 3.467×106 3.123×108 3.467×108

100 3.522×104 7.154×104 3.522×106 7.154×106 3.522×108 7.154×108

200 9.155×104 1.011×105 9.155×106 1.011×107 9.155×108 1.011×109

500 1.949×104 6.331×104 1.949×106 6.331×106 1.949×108 6.331×108

1000 1.854×104 2.726×104 1.854×106 2.726×106 1.854×108 2.726×108

tokamak experiments. From the table, we can observe that both results are in general
quite similar. Obviously, there are discrepancies but they are small and derive from the
differences in the atomic models employed. In these low density situations, the CE can
be assumed. Under this regime, the plasma average ionization and level populations are
almost independent of the density and, therefore, the radiative cooling coefficient do not
change. In Table 5, the results shown are obtained as the total radiative cooling coeffi-
cient multiplied by the electron and ion densities. Therefore, an increase of the electron
density in one order of magnitude produces that the radiative power loss rises in two
orders, see Table 5. However, we can observe for the highest density and the two lowest
temperatures considered, that our results exhibit a different behavior. This fact implies
that for these temperatures, the CE assumption is not accurate enough. Obviously, the
calculation performed using the analytical fit do not present this discrepancy since it does
not depend on the density.

3.2 Optically thick homogeneous plasmas

For this subsection we present two applications of ABAKO/RAPCAL for K-shell spec-
troscopic diagnostics of laser-produced optically thick plasmas. For the first one we
have chosen an experimental study to measure the opacity and emissivity of bound-
bound transitions in laser-shocked dense and hot aluminum plasma was carried out at
the Laboratoire pour l’Utilisasion des Laseres Intenses (LULI) [68]. In the experiment the
neodymium laser chain provided a 600 ps Gaussian pulse with a maximum energy of 80
J and a wavelength of 1053 nm. A 4ω beam was focused onto a structured target, the 100
µm focal spot yielded intensities as high as 2×1014 Wcm−2 irradiating the edge of a three-
layered foil (CH/Al/CH). The plastic was entirely converted into plasma during the laser
shot, thus ensuring the aluminum plasma confinement. The laser-target interaction gives
rise to a nick instead of a crater and this was the key to guarantee a rigorous transversal
observation of the ultra-dense plasma. In addition, this setup automatically produced a
progressive spatial integration along the laser-target axis, the z axis, in the recorded film.



R. Rodriguez et al. / Commun. Comput. Phys., 8 (2010), pp. 185-210 201

 
Figure 4: An example of ABAKO/RAPCAL best fit for an aluminum K-shell emission spectrum.

Although the plasma is non-homogeneous in the z axis, the transversality of the obser-
vation assures that the intensity corresponding to each lineout in the film comes from an
homogeneous tegion of the plasma. The observed spectra includes the Lyα, Heβ, Heγ,
Lyβ and Lyγ line emissions and their associated He- and Li-like satellites. Further details
related to the experiment can be found in [68].

For this particular application, ABAKO/RAPCAL computed a database of emergent
intensities in the photon energy range from 1700 to 2400 eV over a 20×20 grid of electron
temperatures and densities in the domain of interest, i.e. 300-500 eV and 1021-1023 cm−3.
For these calculations an optically 80-µm thick aluminum plasma was assumed, which
matches with the thickness of the aluminum layer of the target for the case analyzed
here. To satisfy the required accuracy in the atomic data, we calculated them using FAC.
We employed a semiempirical formula for estimating Stark widths [53]. Natural, Stark
and Doppler broadenings were taken into account in the context of Voigt line profiles.
Complete redistribution was assumed and line overlapping considered. Finally, the ex-
traction of the electron temperature and density for a given spectral lineout is performed
by searching in the database the synthetic spectrum that yields the best fit to the data, in
the sense of a least square minimization. An example is given in Fig. 4. As we can ob-
serve, there is, in general, a good agreement between the experimental spectrum and the
theoretical simulation. For this lineout, the theoretical calculation gave an electron den-
sity of 1.198×1022 cm−3 and an electron temperature of 396 eV. A systematic application
of this procedure to each of the lineouts in the recorded film results in a spatial profile of
electron temperatures and densities.

The second example that we present is an analysis of the argon K-shell line and ra-
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diative recombination emission from an argon-doped, deuterium-filled implosion core
plasma, for the photon energy from 3500 eV to 4300 eV for electron temperature and
density values relevant for the conditions achieved in OMEGA direct-drive implosion
cores, i.e. 800-200 eV and 5×1023 to 5×1024 cm−3, respectively. The main goal of the
analysis is to study the relevance of the bound-free emission in modeling the argon spec-
trum in that photon energy range. Details of the experiment can be found in [69]. An
ABAKO/RAPCAL model for argon was constructed that includes up to 4592 energy lev-
els (1 fully-stripped, 100 H-like, 352 He-like, 519 Li-like, 644 Be-like, 1299 B-like and 1677
C-like Ar). Energy levels and radiative line transition rates were computed using the
atomic structure code FAC including UTA and configuration interaction corrections. The
calculations take into account all non-autoionizing and autoionizing states characterized
by principal quantum numbers consistent with the CL. For the temperature and den-
sity conditions studied here this means that states with principal quantum number n up
to 4 or 5 are typically considered in the calculation, including the effects of high-order
satellites that overlap and blend with the parent line transition, thus affecting both the
emissivity and opacity of the composite spectral feature. The emergent line intensity dis-
tribution is computed using an analytical integration of the radiation transport equation
for the case of a uniform, spherical plasma source [70]. The intrinsic line shapes used to
transport the line radiation through the plasma are detailed Stark-broadened line profiles.
To this end, a database of line profiles was computed for line transitions arising from non-
autoionizing as well as autoionizing states taking into account the broadening effects due
to both plasma electrons and ions, as well as natural and Doppler broadening [71]. Ion
microfield distribution functions were computed with the APEX model assuming equal
electron and ion temperatures [72]. Also, since deuterium ions are the dominant per-
turbing ion in the argon-doped implosion core plasmas, ion dynamics effects were also
considered in the Stark line broadening calculation according to the formalism discussed
in [73]. A detailed analysis of the theoretical spectrum in Fig. 5 illustrates some of the
outstanding issues. If we consider only Ar K-shell line emission the synthetic spectrum
(see Fig. 5 theory (a)), drops significantly at high photon energies and it cannot reach the
overall intensity level in the measured spectrum. If the continuum emission produced
by the radiative recombination from the H-like ground state into He-like ground state
is included, the intensity level increases. The addition of the bound-free emission from
nl H-like excited states to 1snl He-like excited states (up to n = 4) (see Fig. 5 theory (c))
causes an additional small increase of intensity. Finally, when the bound-free emission
from fully-stripped into H-like ground state is included (see Fig. 5 theory (d)) the model
produces better overall agreement with the observed intensity. The temperature and den-
sity extracted from the best fit were Te =1410 eV and Ne =2.3×1024 cm−3. If we restrict
the comparison to the narrower energy interval from 3500 to 4000 eV and do not include
the bound-free emission, then the extracted conditions are Te=1470 eV and Ne=2.4×1024

cm−3. A more detailed study of this theoretical analysis can be found in [74].
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Figure 5: Comparison between a time-resolved spectrum for OMEGA shot 49956 and theoretical spectra in-
cluding a different number of radiative recombination emissions: (a) only radiation emitted from Ar K -shell
lines has been considered; (b) including the bound-free emission from H-like ground state into He-like ground
state; (c) including also bound-free emission from nl H-like excited states into 1snl He-like excited states; (d)
further including recombination from fully-stripped to H-like ground state, i.e. full calculation. Figure extracted
from [74].

3.3 Optically thick non-homogeneous plasmas

For this item, we have determined the average ionization in a non-homogeneous alu-
minum plasma with planar geometry. We carried out the calculations over two different
pairs of density and temperature profiles, which were provided by hydrodynamic sim-
ulations with the 2D-hydrodynamic code ARWEN [75] of the aluminum experiments
carried out at LULI [68] commented in the previous subsection. One of the cases presents
a strong gradient in temperature and density (see Fig. 6, left) while the other one shows
a smooth variation (see Fig. 7, left). The calculations were done using an atomic database
which includes only 325 levels, for ions from neutral to full stripped aluminum, since our
interest was focused on the effects of including the radiative transfer model. To show the
suitability of the proposed model, we have carried out three different types of calcula-
tions: no-radiation, i.e. we consider complete uncoupled cells and we also consider that
they are thin, so any absorption effect is not included in the model; no-coupling, i.e. we
consider complete uncoupled cells but we take into account only the probability that one
photon emitted in a given cell is absorbed in the same cell, and coupling, i.e. with the
cells coupled as it was explained previously. In Fig. 6, we have compared the effect of the
three approaches in the average ionization. The length of the plasma is equal to 200µm,
z=0 denotes the position of the plasma crater after the shot and z rises as we move away
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Figure 6: Spatial electron density and temperature profiles for first proposed case (on the left). The correspond-
ing spatial average ionization distribution for the three types of mentioned calculations (on the right).

from the crater. First of all, we observe that the main effect of the self-absorption is to
increase the average ionization, which is expected. For values of z lower than 20µm the
average ionization provided by the three models are quite similar. In this region, the
plasma is highly ionized and the depth in the plasma is small and both factors produce
that the opacity effects to be small. The differences increase as z does but it is found a re-
gion around 140µm where the three models predict almost the same average ionization,
which is 11. This feature is due to the relevant abundance of He-like ion in the range
120−160µm in the calculation without including opacity effects. For higher values of
z, the plasma ionization decreases and the opacity effects become larger. Moreover, the
length of the plasma is also bigger which implies more differences between no-coupling
and coupling calculations.

In Fig. 7 z = 160µm denotes the location of the plasma crater after the shot and z
decreases as we move away from the crater. As we go deeper in the plasma, the differ-
ences in the average ionization provided by the three approaches increase according to
the above explained. We have also compared our results with a calculation performed
using the LTNEP code [76], which solves the time independent 1D equation transfer self-
consistently with rate equations. From the figure, it is observed an excellent agreement
between our model and LTNEP code.

4 Conclusions

In this work we have presented ABAKO/RAPCAL, a versatile CR model designed to de-
termine the population distribution of atomic levels and radiative properties of steady-
state NLTE plasmas. During its development, a compromise between accuracy and com-
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Figure 7: Spatial electron density and temperature profiles with a strong gradient (on the left). The corre-
sponding spatial average ionization distribution for the three types of mentioned calculations (on the right).

putational cost was achieved. Hence, ABAKO/RAPCAL incorporates a set of simple
analytical models, which yield a substantial saving of computational requirements, but
providing satisfactory results in relation to those obtained from more elaborate codes and
experimental data. Self-absorption effects in uniform plasmas are taken into account via
escape factors for the three basic geometries—plane, cylindrical and spherical. The self-
absorption in non-homogeneous plasmas are also modeled, for planar geometry only, us-
ing a new technique for the line-photon transport relied on the definition of zone-to-zone
radiative coupling coefficients. Furthermore, since the determination of level population
distributions often involve very large sparse CR matrices, iterative methods are used to
perform the matrix inversion because they typically require less memory and can yield
an approximation to the solution significantly faster than a direct method. Furthermore,
the calculation of the atomic processes and the resolution of the CR matrix have been par-
allelized with the consequent reduction of computing time. We have also presented some
results and comparisons for low and high-Z, optically thin and thick (homogeneous and
non-homogeneous) plasmas. In general, the results obtained with ABAKO/RAPCAL
agree well with those given by other codes or with experimental measurements. There-
fore, ABAKO/RAPCAL results a versatile CR model which can be applied to low-to-high
Z ions with a variety of laboratory plasma conditions: CE, LTE or NLTE, optically thin or
thick plasmas.

On the other hand, since ABAKO/RAPCAL package includes some simple analytical
models, it has several limitations. Thus, its application for very high density plasmas
is limited by the Stewart and Pyatt model used for the continuum lowering. Besides,
some of the analytical rate coefficients, such as collisional excitation and ionization ones,
may not be accurate for cold plasmas, which limits the validity of the package to plasma
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temperatures greater than 1 eV. We have also observed that the proposed formalism to
calculate the autoionization and electron capture rate coefficients should be revised for
high-Z plasmas at high temperatures, since it leads to anomalous high values of the av-
erage ionization. The rates should be also improved for low density spectroscopy where
the very high spectral resolution allows the fine structure lines to be observed. In ad-
dition, we have not probed the validity of ABAKO/RAPCAL to perform spectroscopic
diagnostics to more complex ions which involve L-shell or M-shell spectra.

For these reasons, ABAKO/RAPCAL is still under development. Nowadays, we are
working on the parallelization of the module devoted to the calculation of the radia-
tive properties. We are also designing a web user interface to provide remote execution.
Furthermore, we are developing a method based on genetic algorithms to improve our
method to perform spectroscopic diagnostics. Other improvements already underway
are the extension to non-Maxwellian electron distributions and the explicit consideration
of atomic processes driven by an external radiation field and modeling of time-dependent
population kinetics. Finally, we are also concerned with the improvement of the rate co-
efficients. We are aware that recently published works will allow us an updating and
improvement of the analytic expressions used to compute the rate coefficients.
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