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Abstract. We report kinetic Monte-Karlo (KMC) simulation of self-assembled synthe-
sis of nanocrystals by physical vapor deposition (PVD), which is one of most flexible,
efficient, and clean techniques to fabricate nanopatterns. In particular, self-assembled
arrays of nanocrystals can be synthesized by PVD. However size, shape and density
of self-assembled nanocrystals are highly sensitive to the process conditions such as
duration of deposition, temperature, substrate material, etc. To efficiently synthesize
nanocrystalline arrays by PVD, the process control factors should be understood in de-
tail. KMC simulations of film deposition are an important tool for understanding the
mechanisms of film deposition. In this paper, we report a KMC modeling that explic-
itly represents PVD synthesis of self-assembled nanocrystals. We study how varying
critical process parameters such as deposition rate, duration, temperature, and sub-
strate type affect the lateral 2D morphologies of self-assembled metallic islands on
substrates, and compare our results with experimentally observed surface morpholo-
gies generated by PVD. Our simulations align well with experimental results reported
in the literature.

AMS subject classifications: 82B24, 82B26, 82D20, 82D25, 82D80
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1 Introduction

Thin film technology is the underlying basis of a wide range of applications ranging from
microelectronics to the emerging field of nanotechnology. In particular, self-assembly of
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nanoscale metallic islands on various crystalline materials, or amorphous substrates such
as SiO2, present a strong interest for nanotechnology applications. However, synthesis
of functional crystalline nanostructures require a fine control of the nanocrystalline mor-
phology for which, in turn, the dependence of the morphology on the deposition process
conditions should be well understood.

The basic physical mechanisms behind the nucleation and growth of deposited films
have been extensively addressed in the literature. At the early stages of deposition, in-
cident atoms randomly impinge on the substrate at a given rate, and then the adsorbed
atoms can re-evaporate, aggregate, or diffuse [1]. Coalescense of adatoms results in nu-
cleation of tiny nanoislands on the substrate. Islands containing more adatoms than a
critical nucleation number [2, 3] give rise to relatively stable nanocrystals, whose size
increases due to the arrival of new adatoms at the surface [4]. The evolution of grow-
ing islands can be described by kinetic rate equations [4, 5]. For relatively early stages
of deposition, some of the rate equations can be solved analytically. The corresponding
solutions, known as scaling laws, relate the number density of stable nuclei with the var-
ious process and material parameters, as it has been addressed in detail by Venables and
coworkers [4–7]. For example, the density of stable islands N in a hypothetical steady
state regime is given by,

N = An0

(

R

v

)p

exp

(

U

kT

)

, (1.1)

where A is a dimensionless constant, n0 is the density of adsorption sites at the surface,
R is the deposition rate in ML/sec, v is the fundamental frequency, T is temperature, U is
the activation energy, and the power p is a parameter depending on the critical nucleation
size i. The asymptotic dependence of p on i is usually described by p= i/(i+2) [7, 8].

The scaling laws have proven to describe well the density of stable nuclei at early
stages of deposition. Of major interest for applications, however, are detailed morpholo-
gies that develop at later stages of the process, when the nuclei grow into nanocrystalline
islands. Thus, the experimental morphologies shown in Figs. 1 and 2 demonstrate that
the shape of deposited metallic islands depends of the substrate. As it can be seen in
Fig. 1, under typical conditions, metal islands deposited by PVD techniques on amor-
phous substrates such as SiO2 undertake smooth droplet-like shapes [9]. At later stage
of deposition, some of these patterns resemble percolation networks (see the last picture
of Fig. 1(a)). In contrast, when a metal is deposited on a crystalline substrate [10–12],
the islands adopt more regular ”crystal-like” shapes, as shown in Fig. 2. The crystalline
morphology persists when temperature increases, which is evident form the images in
the figure. It is clear that such differences cannot be captured by the density and/or
the average size of islands provided by the scaling laws, and require a more detailed
consideration. With continuing deposition, the islands start merging and the pattern
evolves into a continuous thin film. These late stages of nanocrystalline synthesis also
require appropriate simulation approaches capable to account for the changing surface
morphology.
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(a)

(b)

Figure 1: TEM images (200 nm × 200 nm) of nanopatterns on glass (SiO2) at ambient temperature for (a)
Cu deposition times of 10, 30 and 60 seconds, and (b) Ag deposition times of 5, 30 and 120 seconds from [9].
(Reprinted with permission of Springer Science & Business Media.)

Detailed understanding and prediction of the effects of the various deposition condi-
tions on the morphology of the growing nanoparticles is important, since the mechanical
and electrical properties of nanostructures strongly depend on the sizes and shapes of
crystallites involved. For example, the larger the grains are the higher the resistance to
electromigration and therefore the longer the life of interconnection [13]. A capacity to
control these structural properties by varying the standard process conditions such as
the deposition rate or temperature, would result in efficient nanofabrication techniques.
Such a control is enabled by insight from comprehensive and systematic theoretical tools.
In particular, detailed numerical modeling of self-assembled synthesis of nanocrystals
is a subject of constantly growing interest. Popular approaches to such simulation in-
clude Molecular Dynamics (MD) simulation [14–16], Kinetic Monte Carlo (KMC) simula-
tion [7,13,17–24], and analytic coarse-grained theories. [25,26]. The performance of these
simulation techniques depends on the size, time scale, and details of the process to be
studied. KMC favorably combines flexibility, predictive power, and numerical efficiency,
and as such is very well suited for both basic understanding of nanocrystal growth and
applications for in-silico aided design of nanofabrication processes. For this reason, KMC
simulations have been widely used to study nanocrystalline growth. KMC models can
be categorized into several groups, including specific event KMC [17,18], bond counting
KMC [7,13,19–23], and complete table KMC [24]. Out of these, the bond counting method
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Figure 2: (a) STM images (25 nm × 25 nm) of θ =0.1 Ag/Ag(100) deposited at 0.006 ML/s at temperatures
of 225, 250 and 300 K from [10]. (b) STM image of Fe growing on Fe (100) at temperatures of 293, 453 and
523 K from [12]. (Reprinted with permission of American Physical Society.)

is perhaps the most widely used in relation to film deposition modeling. Advantages of
this approach involve a reliable assessment of the ground state of the adatoms, as well
as an explicit accounting for the change in the total bond energy when the number of
neighbors changes [18].

Most published works reporting KMC modeling, however, address the nucleation
regimes that are also accessible to treatment by analytic nucleation theories [7, 13, 17, 20,
21, 23]. A few papers compare KMC modeling directly with similar experimental re-
sults [18, 19]. KMC studies pursuing a focused goal of describing the effect of major
process control parameters of PVD-based self-assembling synthesis of nanocrystals are
less frequent. Accordingly, understanding the impact of the synergy of the deposition
conditions on the growing morphology is still incomplete. With the advancement of
nanotechnology there is a demand to guide process engineers for a more detailed de-
scription of the self-assembling nanostructures, especially grain size, grain shape, grain
orientation, and texture.

The motivation for our work is to develop a model capable of representing the spe-
cific PVD process aspects for a given set of conditions, and to study the impact of these
conditions on the morphology of the deposited nanoislands. In this paper, we focus on
a 2D simulation of the nano scale morphologies, using the bond counting KMC method,
and targeting PVD processes such as sputtering, evaporation, epitaxy etc. In Section 2
we outline our model; in Section 3 we present and discuss our results, and Section 4
summarizes the outcomes of the work.
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(a) (b)

Figure 3: Two models for the lateral interaction of adatoms: (a) Model 1, primitive square lattice and (b)
Model 2, FCC lattice. The black rectangles indicate adatom and the numbers indicate the allowed positions for
jumping.

2 Model

We model the film deposition-diffusion process for Cu and Ag using two simple square
lattice models describing the lateral interaction between adatoms. Model 1 with eight
neighboring sites for each atom is simply the primitive square lattice and Model 2 with
four neighbors in an alternating formation represents the (100) FCC lattice. The sym-
metry of the growing metal clusters depends on the type of lattice structure used in the
model [27]. Fig. 3 shows the structure for both models. Simulations were performed
for an area L × L= 400×400 cells for Model 1 and 566 × 566 cells for Model 2. Peri-
odic boundary conditions were applied. We assume the diameter of an atom equal to
0.25nm [28] to make the simulated region 100 nm on a side. In this work, we only con-
sider 2D morphologies of the growing nanostructures.

We account for the deposition and diffusion processes, which are described by the
numbers of corresponding Monte-Carlo steps Ndep and Ndi f f . Sites for both deposition
and diffusion Monte-Carlo steps are selected at random locations in the 2D array, in such
a way that individual deposition and diffusion events are not correlated. For a given
period of time t, the number of attempted Monte-Carlo deposition and diffusion steps is
determined by

Ndep = tR, (2.1)

and

Ndi f f = tDadatom/d2, (2.2)

respectively, where R is the deposition rate in monolayers (ML) per second, and Dadatom

is the surface diffusivity of adatoms. The adatom diffusivity can be represented by

Dadatom = D0exp

(

−

E

kT

)

. (2.3)

Here D0 is the pre-exponential factor, T is temperature, and E is the activation energy
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of adatom diffusion in the absence of lateral bonding with other adatoms. The latter is
considered to be equal to 0.46 eV for Cu and 0.38 eV for Ag [3, 11].

At each Monte-Carlo deposition step, a randomly selected cell in the 2D array is se-
lected. In the present 2D simulation, the deposition of an atom occurs at the condition
that the selected cell is empty. At each Monte-Carlo diffusion step, two nearest-neighbor
cells ”a” and ”b” are also selected randomly considering 8 nearest-neighbors for Model
1 and 4 neighbors for Model 2. Next, we compute the probability Pa-b of jump from po-
sition ”a” to position ”b” through the Metropolis algorithm with the energy function F
depending on the number of lateral bonds n in positions ”a” and ”b” in such a way that
F=yn, for n>nc and F=0 for n<nc, where nc represents the number of bonds for a crit-
ical nuclei adopted to be 3 for Model 1 and 2 for Model 2. The corresponding probability
of an adatom’s jump from position ”a” to position ”b” is

Pa−b =min

(

1,exp

(

−

y(nb−1−na)

kT

))

, (2.4)

where y is the energy of lateral bonds between adatoms, na,b are the numbers of lateral
bonds at neighbor locations ”a” and ”b”, respectively, The energy of lateral bonds be-
tween adatoms, y, was derived from the cohesive energies for Cu (3.52 eV) and for Ag
(2.95 eV) [29]. Accordingly, for Cu in Model 1, each bond contributes approximately
0.20 eV, and in Model 2 each bond contributes 0.39 eV to the total lateral binding en-
ergy. For Ag, the corresponding values are 0.17 eV and 0.32 eV for Model 1 and Model
2, respectively [30]. Cohesive energy provides a reasonable approximation and is often
used for calculating the bond breaking energy [31–33]. Because the bond energy y, which
describes attractive interatomic bonds, is a negative value, the probability P given by
Eq. (2.4) is equal to 1 for jumps resulting in an increasing number of bonds, and is less
than 1 otherwise.

The entire process of simultaneous deposition-diffusion is repeated for a number of
time cycles, each describing a brief time interval, typically one second. Time in the sim-
ulation is scaled according to the number of deposition steps as well as the deposition
rate that has been assigned to the system. For a given deposition rate, the number of
attempted deposition steps Ndep is determined by the deposition time (see Eq. (2.1)),
whereas the number of attempted diffusion steps Ndi f f depends on both time and tem-
perature according to Eqs. (2.2) and (2.3). The number of executed diffusion steps in-
cludes a further temperature dependence as described by Eq. (2.4). This framework al-
lows us to study the impact of the deposition rate, time, and temperature, as independent
factors, on the plan-view surface morphology. For convenience, we also employ a kinetic
parameter K, which characterizes the relative influence of the number of attempted de-
position and diffusion steps on simulation of the growth process. The value of K is given
by the ratio of deposition and diffusion steps in the simulation,

K =
Ndep

Ndi f f
. (2.5)



A. K. Bhuiyan, S. K. Dew and M. Stepanova / Commun. Comput. Phys., 9 (2011), pp. 49-67 55

This definition is comparable to the so-called lumped parameter employed in the ana-
lytic scaling laws [7, 8, 24], which facilitates interpretation of some of the results of the
simulation and comparisons with the analytical theory.

3 Results and discussion

Below we present results of our KMC simulation of the PVD deposition of metal clus-
ters on the two model symmetries of the lateral interactions, and study the resulting
nucleation and coarsening behavior. The variables include deposition rate, duration, and
temperature. Outcomes of the simulation include the average size of metal islands and
their 2D shape in the plane of the substrate. We define the size of the islands by their
average diameter, calculated as four times the total area of islands divided by their total
perimeter. It is a valid approach as long as applied to regimes where the islands adopt
nearly circular or nearly rectangular shapes. As it follows from published experiments
and is also confirmed by our modeling below, most self-assembled islands have such reg-
ular shapes in the broad range of surface coverages, so that our evaluation of the islands
size is fairly reliable. We have also analyzed the densities of nanoislands generated. Our
results are described below.

3.1 Time evolution of the surface morphology for model substrates

Fig. 4(a) shows the percentage of surface coverage by adatoms and islands, which was
determined by dividing the total number of deposited atoms by the total number of sites
available in the system, as a function of deposition time for Ag. Obviously, the surface
coverage increases with the time of deposition. In Fig. 4(b), the average size of Ag clusters
is shown as a function of deposition time for two models for the lateral interactions, and
Fig. 5 demonstrates the corresponding evolution of the morphologies. In both models,
the size of clusters increases with time. At the room temperature regimes considered in
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Figure 4: Percentage of substrate coverage (a) and island size (b) as functions of time. Simulations correspond
to Ag deposition at T =300 K and R=0.0093 ML/sec.
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Figure 5: Simulated surface morphologies demonstrating Ag islands’ growth for deposition times of 5 sec, 30
sec, 1 minute and 2 minutes for (a) Model 1 and (b) Model 2 at T=300 K, R=0.0093 ML/sec and the surface
coverage are shown as ”θ” below the figures. The size of the modeled area is 100nm×100nm.

this example, growth occurs mainly because of arrival of deposited atoms at the surface,
as well as by coalescence (merging of clusters). Another mechanism that may contribute
to cluster’s growth, primarily at increased temperatures, is the Ostwald ripening (growth
of larger clusters at the expense of smaller ones). Gradually, the growing islands coalesce
into a continuous thin film. According to our results, this occurs in about 4 minutes of
deposition when the coverage reaches approximately 90%.

As it can be seen in Fig. 4(b), the islands increase in size quickly over the initial pe-
riod of deposition (approximately 20-30 sec.), after which the growth slows down. The
crossover occurs when the average inter-island distance becomes less that the effective
diffusion length of adatoms, i.e. the condition at which neighbor islands start competing
for capturing newly deposited adatoms. The regimes of slower growth corresponds the
best to the conditions of applicability of the analytical scaling law (1) and its derivatives.

The comparison of two models of the lateral interaction in Fig. 4(b) and Fig. 5 shows
that nano-islands corresponding to these models largely show a similar behavior. A dif-
ference seen in these figures is that with Model 2, islands nucleate at an earlier stage of de-
position compared to Model 1. This can be explained by the higher activation energy for
adatom diffusion in Model 2. Another notable point is the difference in shapes of clusters
with two models, which is clearly seen in Fig. 5. Thus Model 2, which corresponds to FCC
symmetry, leads to rectangular islands as expected for crystalline substrates, whereas
Model1 produces softer morphologies with rounded corners, reminiscent of deposition
onto non-crystalline materials such as glass. Remarkably, the experimentally observed
clusters grown on crystalline substrates and glass (see Figs. 1 and 2) show similar mor-
phologic trends as we have obtained. This similarity of the simulated and experimental
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morphologies is observed both at early sub-monolayer stages of deposition and for de-
veloped coverage, when the deposited structures may contain more than one monolayer
of atoms. This confirms that our 2D model is representative of both the submonolayer
regimes of deposition as well of its later stages.

From Fig. 5 it is evident that for both substrate geometries, the islands’ facets adopt a
preferential ”diagonal” orientation with respect to the main crystallographic orientations
at the surface. In order to understand the origin of this texture, we have considered
relevant locations of adatoms either at a corner or at a side of an island for both substrate
symmetries, as illustrated by Fig. 6. We identify six typical adatom locations, which are
marked by ”x” Fig. 6. For each typical adatom location, we determine the number of
bonds with its neighbors, m, and compare it with the critical nucleation bond number nc.
If the number of neighbors m is equal or more than the nc, the atom considered stable in
that location.

In Model 1 and case 1, the adatom located at the corner of a straight island is 3 bonded
to 3 neighbors. In case 2 the atom located at the side of a straight island has 5 bonds. In
case 3, the terrace adatom near the straight island has 3 bonds. In cases 4, 5, and 6, the
atoms located in the corner, at the side, and near a terrace of a diagonal island have 3,
5, and 1 bond, respectively. The number of bonds available defines the stability of the
atom in that location. For Model 1, the critical bond number (nc) is equal to 3 (See Section
2). Thus, an atom that has 3 or less neighbors is considered to be in unstable position.
In cases 1 & 4, the corner atom has 3 bonds and is also unstable. However in cases 2 &
5, the side atom has 5 neighbors and is bonded firmly with the island. Comparing the
side and corner adatom positions in both straight and diagonal islands, it appears that
they are equivalent in terms of stability. However a different behavior is observed in the
cases of terrace adatoms. In case 3, the straight island terrace adatom has 3 bonds. In
such a position adatom is marginally unstable, but addition of only one more adatom
would stabilize it. For case 6 diagonal island terrace adatom has only 1 bond, which is an
unstable position. As a result, the diagonal terrace is less likely to undergo distortions by
attachment of adatoms than the straight terrace. Because of this we observe a preferential
diagonal orientation of the islands which, however, show ”rounded” corners formed by
small segments of straight terraces. Similarly one can analyze the typical positions of
adatoms in Model 2. From Fig. 6 it is evident that in distinction to Model 1, only locations
at diagonal sides are stable, which naturally results to an even stronger preference of the
diagonal texture than in Model 1.

One can conclude that Model 1 allows for a growth in both straight and diagonal
directions of the island’s boundaries, but the diagonal orientations are more immune
to distortions than the straight ones, whereas in Model 2 only the diagonal direction is
stable. Thus, the diagonal orientation is the preferred one in both models, as it can be seen
in Fig. 5. However, since Model 1 allows the alignments in both directions, the corners
of the growing islands are softer and round shaped. In contrast, Model 2 allows for the
diagonal direction only, which explains why the corresponding islands seen in Fig. 5 are
more uniformly shaped and corners of the islands are sharper than for Model 1.
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Figure 6: Geometries and numbers of neighbor atoms for 6 characteristic adatom locations in Model 1 and
Model 2. Solid arrows show the bonds. Dashed lines indicate boundaries of hypothetical islands.

3.2 Effect of deposition rate

We have studied the effect of the deposition rate R under two representative conditions,
constant deposition time and constant surface coverage. First, we simulate deposition
during 1 min. with varying deposition rate (i.e. constant deposition time, see Figs. 7(a,b)
and 8(a)). As it follows from the figures, below the deposition rate of approximately 0.004
ML/s, the island sizes are very small (Fig. 7(a)) and few in number (Fig. 7(b)), however,
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(a) (b)

(c) (d)

Figure 7: The average size (a,c) and density (b,d) of islands as functions of the deposition rate, for constant 1
min duration of deposition (a,b) and constant 23% coverage (c,d), for Ag deposition using Model 1 at T=300
K. The size of the modeled area shown in the insets is 100nm×100nm.

both the island size and density increase steeply with R. When the rate increases beyond
0.005 ML/s, further change in size is minor, but the density of islands keeps increasing.
However, when the deposition rate increases above 0.02, the increase in island size with
R is again considerable, whereas and the density decreases sharply. The explanation is
that at low deposition rate, the surface density of adatoms is also low. Formation of stable
nuclei is a relatively rare event in these regimes, islands are sparse, and most of newly
arrived adatoms are available for contributing to the growth of existing islands. The size
of islands is limited mostly by the availability of newly arrived adatoms, and increases in
proportion to their supply. The plateau regime seen in Fig. 7(a) occurs at the conditions
where newly formed stable islands start competing for adatoms with the existing ones.
In this regime, the increasing density of islands (see Fig. 7(b)) becomes the limiting factor
for their size, which stabilizes as Fig. 7(a) shows. This behavior is also illustrated by the
morphologies shown in Fig. 8(a). At high deposition rates, when the surface coverage ex-
ceeds approximately 60%, the neighbor islands merge and a continuous thin film starts
forming, as it can be seen in Fig. 8(a). This results to a decrease in the nominal island
density (Fig. 7(b)) and a pronounced increase in size (Fig. 7(a)). Note however, that the
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(a)

R=0.000625ML/s R=0.005ML/s R=0.009ML/s R=0.04375ML/s

θ =0.05 θ =0.26 θ =0.45 θ =0.82

(b)

R=0.000625ML/s R=0.003ML/s R=0.0093ML/s R=0.04375ML/s

Figure 8: Simulated surface morphologies for Ag deposited during T = 300K with varying deposition rates at
constant duration of 1 min (a) and constant coverage of 23% (b). The surface coverage for (a) is shown as
”θ” below the figures. The size of the modeled area is 100nm×100nm.

accuracy of the approach that we employed to evaluate the island size is limited in this
regimes, and thus the increasing portion of the dependence in Fig. 7(a) for high deposi-
tion rates R is rather qualitative. However, the overall trends shown by Figs. 7(a,b) and
Fig. 8(a) are representative and in lines with the experiments on deposition of Ag on Ag
(100) (see, e.g., Fig. 2 and also [9]).

We have also studied the effect of deposition rate while keeping constant the per-
centage of final surface coverage (see Figs. 7(c,d) and Fig. 8(b)). We observe that at very
low deposition rate, only few large islands are formed. As we increase the deposition
rate keeping the coverage fixed at the level of 23%, the island size decreases. Initially
this change is dramatic, but later its effect is not as significant (Fig. 7(c)). In contrast,
the density of islands increases steadily with increasing R as demonstrated in Fig. 7(d)
and Fig. 8(b). The last trend results from facilitated nucleation at higher deposition rates,
which provides a larger number of stable nuclei per unit area. What concerns the de-
creasing dependence seen in Fig. 7(c), it may be explained by shorter deposition times
required to deposit a particular surface coverage with increasing deposition rate. In this
case, the island size is limited by the number of captured adatoms over the time required
to reach a 23% surface coverage, which decreases with R.

Analysis of the dependence N(R) shown in Fig. 7(d) shows that it is reasonably well
described by the scaling law N ∼ R−0.583. Although the power of 0.583 is somewhat
less than the asymptotic estimate 0.67 that corresponds to the critical number of bonds
adopted in our model, one can conclude that the density of islands can be described by
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the scaling law (1.1) at the assumption that the surface coverage is kept constant at a rel-
atively low value of 23%. However, the scaling law expressed by Eq. (1.1) is inapplicable
to Fig. 7(b), which presents the dependence N(R) at a constant time of deposition.

The conclusion is that variation of deposition rate is a powerful control factor, by
which process engineer can direct the process of nanoparticle growth. This process, how-
ever, depends over a number of other conditions, such as the time and coverage of the
surface, whose impact should be accounted for properly. The well-known classic scaling
laws, although very useful for understanding of basic physical trends, are not always
flexible enough to capture efficiently all the diversity of deposition. This emphasizes the
importance of efficient direct simulations of the deposition process. In addition to more
flexibility when describing the average characteristics such as the number of stable nu-
clei, KMC simulations also provide important information on the detailed morphology
of the surface such as shown in Figs. 5 and 8, which is an important component required
for a detailed understanding of the trends of deposition, as well as for efficient in-silico
aided PVD process design.

3.3 Effect of the kinetic factor K

As the next step, we study the impact of the kinetic factor K (see Eq. (2.5)) on the results of
our simulations. It should be noted that K represents the numerical procedure rather that
any PVD process control parameters, however, similar descriptors have been employed
frequently as a convenient variable in scaling laws [7, 8, 24].

The graph in Fig. 9 shows the average island size as a function of K, for a constant
surface coverage. The two dependencies seen in the figure correspond to varying the
number of deposition steps (triangles) and diffusion steps (squares). Both dependencies
are decreasing power-law functions of K. However, it is evident from the graph that the
effect of deposition rate’s change is more pronounced than the effect of diffusion change.
The corresponding power laws are −0.54 and −0.31, respectively. This difference arises
because of different duration of deposition in these two cases. Indeed, our results ob-
tained by varying the number of diffusion steps (at constant coverage) correspond to the
same deposition time of 1 min. In contrast, varying the number of deposition steps at
a constant coverage results in a decrease of the duration of deposition in proportion to
1/K. As demonstrated in Fig. 7(c), duration of deposition is an important factor limiting
the island size, which results in the faster decrease of the size when the duration of depo-
sition decreases. The point of intersection of the two dependencies in Fig. 9 corresponds
to similar durations of deposition.

The overall power-law dependencies ∼1/Kγ that we have obtained are in agreement
with the analytical scaling law [8, 24]. However, depending on whether the diffusion or
deposition steps were varied at a constant coverage, the corresponding powers differ by
more than 40%. This is another example demonstrating that caution is required when
applying the basic scaling laws to analyze the PVD processes, whose versatility should
be accounted for carefully.
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Figure 9: Average size of islands as a function of the kinetic parameter K, obtained by varying the number
of diffusion steps at a constant 50% coverage (triangles), and by varying the number of deposition steps at a
constant 23% coverage (squares), for 300 K deposition of Ag with Model 1.

3.4 Effect of diffusivity and temperature

From PVD practice it is known that the islands’ size and density are extremely sensitive to
temperature [10–12]. According to Eqs. (2.2)-(2.4), in our model temperature determines
the surface diffusivity through two terms, the number of diffusion steps Ndi f f represent-
ing the surface mobility of unbounded adatoms (Eqs. (2.2)-(2.3)), and the probability P
describing the interaction of adatoms with stable islands (Eq. (2.4)).

Firstly, we have varied the number of diffusion steps alone, without considering the
corresponding change of the probability P. Fig. 10 demonstrates how the change in the
number of diffusion steps in our simulation affects the island size with fixed percentage
of coverage. This function is reasonably represented by an increasing scaling-low depen-
dence ∼1/N

γ

di f f with the power of 0.3, which is, in fact, the inverse of the corresponding

curve in Fig. 9. It should be also noted that the maximum addressable value of Ndi f f is
limited by the conditions at which one large cluster is formed, which depends on size of
the system and the coverage considered.

Next, we have investigated the complete impact of temperature on the surface mor-
phology by varying T in both Eqs. (2.3) and (2.4). Figs. 11(a,b) show the effect of temper-
ature for two examples of metals and two different model substrates. Below 200 K, diffu-
sion is very slow and islands hardly form over the time of the simulation. This explains
the initial portions of the dependencies in Figs. 11(a) and (b), as well as the correspond-
ing morphologies on Fig. 12, where only minor islands are detected, if any. It should be
noted that a similar trend was reported in experiments for Ag deposition in [10]. More
dramatic growth is observed in the temperature range 300-400 K, where coarsening by
the Ostwald ripening becomes increasingly important when the temperature increases.
Beyond 400 K, however, the increase of island size with temperature slows down slightly.

Figs. 11(a,b) demonstrates the effect of different activation and lateral bonding ener-
gies that correspond to two different metals and two different models, and Fig. 12 shows
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Figure 10: Average size of islands as a function of the number of diffusion steps Ndi f f (see Eq. 2.2) at a

constant surface coverage (θ =0.5) for Ag deposition with Model 1.

(a) (b)

Figure 11: Average size of islands as a function of temperature at a constant coverage (θ = 0.5) for (a) two
metals Cu and Ag with Model 2 (a), and Cu with Model 1 and Model 2. The size of the modeled area shown
in the insets is 100nm×100nm

the corresponding snapshots at various temperatures for Ag and Cu. Since Cu has higher
activation energy for surface diffusion, the corresponding number of diffusion steps is
lower than for Ag. As a result, we observe that island size is smaller in the case of Cu
than for Ag deposition at similar temperatures.

Finally, Fig. 13 presents the density of islands as a function of temperature for Cu and
Ag using Model 1. Clearly, lesser density of islands is observed at higher temperature
with fixed surface coverage. However, the dependencies in Fig. 13 cannot be described
by a simple dependence (1.1) with a single activation energy U. The numeric depen-
dencies rather show a crossover from a two Arrhenius-like regimes with different acti-
vation energies, which occurs at temperatures close to 300◦K. This behavior is typically
observed in experiments [8, 10–12], and explained by the increasing impact of Ostwald
ripening (also associated with reversible jumping) at increased temperatures.



64 A. K. Bhuiyan, S. K. Dew and M. Stepanova / Commun. Comput. Phys., 9 (2011), pp. 49-67

(a)

(b)

Figure 12: Simulated surface morphologies (Model 2) at temperatures of 250K, 300K, 350K and 400K for 1
min deposition at R = 0.0093ML/sec for (a) Ag and (b) Cu. The surface coverage is θ = 0.5. The size of the
modeled area is 100nm × 100nm.

Figure 13: Average density of islands as a function of temperature for Cu and Ag with Model 1. The surface
coverage is θ =0.5.

4 Summary

In this paper we present a KMC simulation for plane-view 2D morphologies of metal-
lic nanoclusters during physical vapor deposition. Two models for the symmetry of the
lateral interactions between adatoms have been investigated. One of these corresponds
(100) crystalline islands with FCC symmetry, and the other one adopts the primitive lat-
tice, which leads to softer shapes of deposited islands, and may better represent forma-
tion of nanoscale islands on non-crystalline substrates such as glass.

We have studied the impact of the variable process conditions such as the deposi-
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tion rate, duration, and temperature, on the 2D morphologies of growing nanocrystals
for two different model materials. We have demonstrated that the impact of deposition
rate on the surface morphology depends dramatically on the other process conditions,
e.g. whether the duration of deposition or the amount of deposited material is kept con-
stant. Our analysis clarifies the origin of this difference, as well as provides an insight
into the capabilities to control the surface morphology by varying the deposition rate
and temperature for various deposition processes.

Analysis of the numeric results in the light of the corresponding analytical scaling
laws shows a reasonable agreement in a few cases when the scaling laws are applicable.
These include the dependence of the average island density deposition rate with a con-
stant surface coverage, and the dependence of the average density of islands on the num-
ber of diffusion jumps with unchanged conditions of adatom attachment-detachment.
However, many regimes relevant to practical PVD conditions require a higher flexibil-
ity. The classic scaling laws, although very useful for understanding the basic physical
trends, are not always flexible enough to capture efficiently all the regimes of deposition.
This emphasizes the importance of efficient direct simulations of the deposition process.
Furthermore, KMC simulations also provide important information on the detailed sur-
face morphology, which is a mandatory component required for a detailed understand-
ing of the outcomes of deposition of nanocrystals.

As discussed throughout the paper, our simulated dependencies of the surface mor-
phologies match benchmark experimental observations from the literature. This includes
the overall shape of the islands observed, the dependencies of the morphological trends
on the deposition rate, and the realistic temperature of cross-over in the temperature de-
pendence obtained numerically. These examples demonstrate that our model is a viable
approach that adequately represents major trends of 2D surface morphologies during
deposition. Our expectation is that numerical models like this can be employed to effi-
ciently predict the outcomes of nanocrystal deposition, and rationally direct selection of
optimal process conditions for nanofabrication. We are currently extending of our mod-
eling for 3D multilayer morphologies and a study of these as a function of conventional
instrument parameters, such as pressure or voltage, to facilitate practical applications for
PVD process optimization.
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