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Abstract. An iterative solver based on the immersed interface method is proposed to
solve the pressure in a two-fluid flow on a Cartesian grid with second-order accuracy
in the infinity norm. The iteration is constructed by introducing an unsteady term in
the pressure Poisson equation. In each iteration step, a Helmholtz equation is solved
on the Cartesian grid using FFT. The combination of the iteration and the immersed
interface method enables the solver to handle various jump conditions across two-
fluid interfaces. This solver can also be used to solve Poisson equations on irregular
domains.
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1 Introduction

The schematics of an incompressible immiscible two-fluid system is shown in Fig. 1. The
two-fluid interface is denoted as S , and its Cartesian coordinates are denoted as ~X, as
shown in Fig. 1. A single set of conservation equations governing the two-fluid flow
reads [11]

ρ

(

∂~u

∂t
+∇·(~u~u)

)

=−∇p+µ∆~u+
∫

S

~Fδ(~x−~X)dS+ρ~g, (1.1)

∇·~u=0, (1.2)

where ~u is the velocity, p is the pressure, t is time, ~x is Cartesian coordinates, ~F is a
force representing interfacial effect, δ(~x−~X) is a 3D Dirac delta function, and ~g is a finite
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Figure 1: Left: Schematics of a two-fluid system. V1 is the volume of fluid 1, S is the two-fluid interface, and ~n
is the normal of the interface pointing toward fluid 2; Right: The two-fluid interface S in a Cartesian coordinate

system. ~x is Cartesian coordinates, α1 and α2 are two parameters parameterizing the interface locally, ~X is the

Cartesian coordinates of the interface, and ~τ, ~b and ~n are unit tangents and normal.

smooth body force. The density ρ and viscosity µ are given by

ρ=ρ1H(~x,t)+ρ2(1−H(~x,t)), (1.3)

µ=µ1H(~x,t)+µ2(1−H(~x,t)), (1.4)

where ρ1 and µ1 are the constant density and viscosity of fluid 1, ρ2 and µ2 are the con-
stant density and viscosity of fluid 2, and H(~x,t) is a 3D step function (Heaviside func-
tion) which satisfies

H(~x,t)=

{

1, ~x∈V1,
0, ~x /∈V1,

(1.5)

where V1 is the volume occupied by fluid 1 at time t, as shown in Fig. 1.
By taking the divergence of Eq. (1.1) and applying Eq. (1.2), we obtain a Poisson equa-

tion for the pressure p in the two-fluid flow. Away from the two-fluid interface, the Pois-
son equation reads

∆p=ρ∇·(−∇·(~u~u)+~g). (1.6)

Across the two-fluid interface, the pressure satisfies various jump conditions. In [16], we
have derived the following principal jump conditions

[p]=~F ·~n−2[µ]

(

∂~U

∂τ
·~τ+

∂~U

∂b
·~b

)

, (1.7)

[

1

ρ

∂p

∂n

]

=
∂

∂τ

(

[

µ

ρ

]

∂~U

∂τ
·~n−~τ ·

[

µ

ρ

∂~u

∂n

]

)

+
∂

∂b

(

[

µ

ρ

]

∂~U

∂b
·~n−~b·

[

µ

ρ

∂~u

∂n

]

)

, (1.8)

[∆p]= [ f ], (1.9)
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where [·] = (·)~n+−(·)~n− denotes a jump across the interface, ~U is the interface velocity,

~τ,~b and ~n are unit tangents and normal of the interface as shown in Fig. 1, and f is the
right-hand side of Eq. (1.6).

In this paper, we propose an iterative solver based on the immersed interface method
to solve for the pressure such that it satisfies the Poisson equation, Eq. (1.6), and the jump
conditions, Eqs. (1.7), (1.8) and (1.9).

The immersed interface method [6] is well suited for solving an interface problem
with given interfacial jump conditions [4,5]. The key idea of the method is incorporation
of necessary jump conditions into a numerical scheme. Take a central finite difference
scheme for the second derivative of the function g(s) as an example. Let sk−1, sk and sk+1

be the points of its three-point stencil with spacing h. Suppose the function is discontin-
uous at s=ξ on the stencil and has the jumps [g(n)(ξ)]=g(n)(ξ+)−g(n)(ξ−), n=0,1,2,··· .
Then these jump conditions can be incorporated into the scheme as [6, 12, 13]

d2g(s−k )

ds2
=

g(s−k+1)−2g(sk)+g(s+k−1)

h2
+O(h2)

+
1

h2

(

3

∑
n=0

[g(n)(ξ)]

n!
(sk−1−ξ)n

)

, sk−1≤ ξ≤ sk , (1.10)

d2g(s−k )

ds2
=

g(s−k+1)−2g(sk)+g(s+k−1)

h2
+O(h2)

+
1

h2

(

3

∑
n=0

[g(n)(ξ)]

n!
(sk+1−ξ)n

)

, sk ≤ ξ≤ sk+1. (1.11)

In the current paper, we focus on the two-fluid pressure in 2D. The extension to 3D is
straightforward. As shown in Fig. 2, we use the immersed interface method to solve the
pressure Poisson equation, Eq. (1.6), on a rectangular domain Ω=Ω++Ω− with a two-
fluid interface Γ separating Ω+ and Ω−. The finite difference scheme given by Eq. (1.10)
or (1.11) is applied to discretize the Laplacian operator on a Cartesian grid (iδx, jδy),
which results in the five-point approximation

(∆p)ij ≈
pi−1,j−2pij+pi+1,j

δx2
+

pi,j−1−2pij+pi,j+1

δy2
+cij, (1.12)

where pij is the pressure at the grid point (i, j), and cij is the jump contribution due to the
incorporation of necessary jump conditions. For a five-point stencil that is not cut by the
interface, such as the right stencil shown in Fig. 2, cij is zero and the approximation is of
second-order accuracy. Clearly, cij is nonzero only for a stencil that is cut by the interface,
such as the left stencil shown in Fig. 2. Denote the matrix for the discrete Laplacian as L,
the vector for the discrete pressure as p, the vector for the jump contribution as c, and the
vector formed by the discrete right hand side of Eq. (1.6) as f . The linear system from the
finite difference approximation of the Poisson equation, Eq. (1.6), is

Lp+c= f . (1.13)
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Figure 2: Left: A two-fluid domain discretized by a Cartesian grid; Right: A stencil for one-sided approximation.

Note that the above and later matrix-vector forms are used to facilitate the description of
iterative solvers, and we never explicitly form matrices and vectors here and hereafter.

By Eqs. (1.10) and (1.11), it is obvious that the following jump conditions are required
to achieve first-order accuracy in the above five-point approximation at grid points near
the interface

[p],

[

∂p

∂x

]

,

[

∂p

∂y

]

,

[

∂2 p

∂x2

]

,

[

∂2 p

∂y2

]

. (1.14)

With second-order accuracy elsewhere, the pressure can then be solved with second-
order accuracy in the infinity norm [2]. If the principal jump conditions

[p],

[

∂p

∂n

]

, [∆p] (1.15)

are explicitly available, the required Cartesian jump conditions in (1.14) can be systemat-
ically derived [12, 14], and the jump contribution c in Eq. (1.13) is explicitly known and
independent of p. The linear system given by Eq. (1.13) becomes

Lp= f −c, (1.16)

and can be solved very efficiently by just inverting the standard discrete Laplacian L on
the regular Cartesian grid. The effect of the interface is included only at the right-hand
side of the linear system.

For the two-fluid pressure, we have the principal jump conditions

[p],

[

1

ρ

∂p

∂n

]

, [∆p], (1.17)
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given by Eqs. (1.7), (1.8) and (1.9). Because of the discontinuous density ρ, we don’t

have the desired jump condition
[ ∂p

∂n

]

to derive the required Cartesian jump conditions

in (1.14). Instead, we have
[

1
ρ

∂p
∂n

]

available. More generally, many interface problems

have principal jump conditions which can not be used in a simple and straightforward
manner to solve the problems on Cartesian grids because they are not in the desired
forms as (1.15) to derive necessary Cartesian jump conditions.

The augmented immersed interface method [3, 7] can be used to overcome this dif-
ficulty, in which the desirable but unavailable jump conditions are iteratively solved
together with the governing equations by GMRES to satisfy the available jump condi-
tions in undesirable forms. In this paper, we propose a different iteration strategy. This
strategy has a few advantages. First, it is robust and can handle various forms of jump
conditions. Second, unlike GMRES, its use of computer memory is not increasing with
iteration. Third, it can be easily parallelized. The last two are especially important for
large-scale applications in 3D. We will demonstrate that this strategy can also be em-
ployed to solve Poisson equations on irregular domains.

2 Iteration

A desirable but unavailable jump condition can be related to an available jump condition
in an undesirable form. For the two-fluid pressure, the desirable but unavailable jump

condition is
[ ∂p

∂n

]

, and the available jump condition in an undesirable form is
[

1
ρ

∂p
∂n

]

. The

relation between them is either one of [16]

[

∂p

∂n

]

=ρ+
[

1

ρ

∂p

∂n

]

+
[ρ]

ρ−
∂p−

∂n
, (2.1)

[

∂p

∂n

]

=ρ−
[

1

ρ

∂p

∂n

]

+
[ρ]

ρ+
∂p+

∂n
. (2.2)

To use the relation, an approximation of
∂p−

∂n or
∂p+

∂n is needed. One way to do so, as
illustrated in Fig. 2, is to lay down a one-sided stencil in the normal direction, interpolate
the stencil points from surrounding Cartesian grid points, and then apply a one-sided
finite difference scheme such as [15]

∂p+

∂n
=

−5p(S1)+8p(S2)−3p(S3)

2δn
+O(δn2), (2.3)

where δn= (1+ǫ)
√

δx2+δy2 (ǫ is an arbitrary small positive number to keep different
stencil points in different grid cells), p(S2) is interpolated from the Cartesian grid points
I, I I, I I I and IV, p(S1) and p(S3) are interpolated similarly as p(S2). However, the desir-

able but unavailable jump condition
[ ∂p

∂n

]

obtained from the above relation and approxi-
mation now depends on the unknown pressure p. Consequently, in Eq. (1.13), the jump
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contribution c is dependent of p. The dependency is linear and can be written formally
as

c=Cp+c0, (2.4)

where c0 is independent of p. Note that c, C and c0 are sparse with nonzero entries only
for grid points near the interface. The linear system, Eq. (1.13), then becomes

Lp+Cp= f −c0. (2.5)

Unlike the linear system in Eq. (1.16), the coefficient matrix L+C of the current linear
system includes the effect of the interface and is much more difficult to be inverted.

A straightforward approach to solve the current linear system, Eq. (1.16), starts from
the formation of the matrix C and the vector c0. An iterative linear solver is then used
to invert L+C. Many methods in the literature [9] share the essence of this approach.
However, the formation of the matrix C and the vector c0 is a painstaking process with
details very much depending on the discretization.

It can be easily noticed that calculating c is simple if p is given. In other words, if p is
given, it is simple to calculate the matrix-vector product Cp without explicitly knowing
the matrix C. This fact makes GMRES a tempting solver. However, unlike the augmented
immersed interface method, in which the unknowns are defined on the mesh points of
interfaces, the unknowns of the current linear system are defined on the whole Cartesian
grid points. The memory requirement of GMRES is daunting.

There was an attempt to construct a heuristic iterative solver [8], but such heuris-
tic solvers are not robust as they are sensitive to parameters, has slow convergence, or
diverge.

Below, we construct an iteration, which turns out to have reasonably fast convergence
and be quite robust. The implementation of the iteration is very simple and needs min-
imal modification to an existing immersed interface method code which solves Poisson
equations with desirable principal jump conditions.

By introducing an unsteady term, the pressure Poisson equation is changed to a
parabolic diffusion equation as

∂p

∂t
=∆p− f , (2.6)

where t is the pseudo time. Its steady-state solution, which is independent of the initial
condition, is the solution to the two-fluid pressure. By Eq. (2.5), this diffusion equation
can be discretized in space as

∂p

∂t
= Lp+(Cp+c0)− f . (2.7)

If we only treat the term Lp in Eq. (2.7) implicitly by the θ method, we obtain the following
iteration

γ(pn+1−pn)= θLpn+1+(1−θ)Lpn+(Cpn+c0)− f , (2.8)



534 S. Xu / Commun. Comput. Phys., 12 (2012), pp. 528-543

where γ is the reciprocal of the pseudo-time step ∆t, and pn is the grid pressure at the
pseudo time n∆t. This is the iteration we propose in this paper. It can be re-arranged as

−(θL−γI)pn+1=((1−θ)L+C+γI)pn+c0− f , (2.9)

where I is an identity matrix. If (θL−γI)−1 is invertible, the iteration matrix M is

M=−(θL−γI)−1((1−θ)L+C+γI). (2.10)

Each iteration then requires solving a Helmholtz equation to invert the matrix L−(γ/θ)I,
which can be done very efficiently using FFT. It can be shown that

pn+1−pn =M(pn−pn−1), (2.11)

pn+1−p=M(pn−p), (2.12)

where p is the steady-state solution, so the error behavior in the iteration process is the

same as the behavior of pn+1−pn.

Let en = pn+1−pn, then Eq. (2.8) can be written as

Lpn+1+(Cpn+1+c0)− f =((1−θ)L+C+γI)en, (2.13)

which gives a stopping criterion for the iteration. Let δ2 = min(δx2,δy2) and p
e

be the

exact grid pressure. If Eq. (2.5) is a second-order discretization of the pressure Poisson
equation, Eq. (1.6), then p= p

e
+O(δ2)1, where 1 denotes a vector whose infinity norm

equals 1, and Eq. (2.5) can be written as

Lp
e
+(Cp

e
+c0)− f =(L+C)(O(δ2)1). (2.14)

The comparison between Eqs. (2.13) and (2.14) suggests that the iteration can be stopped
when the infinity norm of en is of the order O(δ2) or less to achieve the second order
accuracy of the final grid solution as long as γ is of order O(1) or less (which should be,
as shown later in numerical examples).

Later numerical examples indicate that the proposed iteration always converges rea-
sonably fast as long as the right one of Eqs. (2.1) and (2.2) is chosen. If ρ− > ρ+, then
|[ρ]/ρ− |<1, and Eq. (2.1) is used. If ρ+> ρ−, then |[ρ]/ρ+ |<1, and Eq. (2.2) is used. In
either case, the coefficient in front of a one-sided approximation is less than one. Other-
wise, the iteration may diverge.

The introduction of an unsteady term with the pseudo time to construct an iteration
scheme is an old idea. For example, it was used in the alternating direction implicit (ADI)
method by Peaceman and Rachford [10] for solving elliptic PDEs; and it was also used in
the artificial compressibility method by Chorin [1] for solving the steady Navier-Stokes
equations. In this paper, we apply this idea to the immersed interface method to handle
jump conditions in undesirable forms for interface and irregular-domain problems.
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3 Examples

In this section, three numerical examples are shown to demonstrate the accuracy, effi-
ciency and robustness of the proposed iteration strategy. The first two examples are in-
terface problems. The third one is an irregular-domain problem.

3.1 1D interface problem

Starting from the following discontinuous exact solution

u(x)=

{

sinx, x∈ [−1,0.1),

ex, x∈ [0.1,1],
(3.1)

the following interface problem is constructed

d2u

dx2
=

{

−sinx, x∈ [−1,0.1),

ex, x∈ [0.1,1],

du

dx

∣

∣

∣

∣

−1

=cos(1),
du

dx

∣

∣

∣

∣

1

= e. (3.2)

This 1D interface problem is solved on N grid points using the proposed iterative solver
with only the following available jump conditions at x=0.1

[u],

[

κ
du

dx

]

,

[

d2u

dx2

]

, (3.3)

where κ is a piecewise positive constant coefficient which is discontinuous at x=0.1 with
the jump [κ]=κ+−κ−. The following relation is used to obtain the desired but unavailable
jump condition

[

du

dx

]

=















1

κ+

[

κ
du

dx

]

−
[κ]

κ+
du−

dx
, κ+>κ−

(

[κ]
κ+ <1

)

,

1

κ−

[

κ
du

dx

]

−
[κ]

κ−
du+

dx
, κ+<κ−

(

[κ]
κ− <1

)

.

(3.4)

By normalization, it is sufficient to consider the ratio κ+/κ−.
Because of the Neumann boundary conditions, the solution of this problem is subject

to an arbitrary constant, and one eigenvalue of the iteration matrix M is 1, as shown
in Fig. 3. The eigenvalue of M with the second largest amplitude, denoted as r, thus
reflects the convergence rate. There are two parameters, θ and γ, in the iterative solver.
It is expected that the convergence of the iteration is mainly determined by the implicity
parameter θ, and the value of γ, the reciprocal of the pseudo time step, mainly affects
the convergence rate. This expectation is confirmed in Fig. 4. Fig. 4 indicates that the
iteration is convergent (r< 1) for θ > 0.5 and all values of γ, and the convergence rate r
is insensitive to γ if γ<O(10−2) and insensitive to N, the number of grid points. The
fastest convergence rate (the smallest value of r) is achieved when θ≈1 and γ<O(10−2).
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Figure 3: The eigenvalue distribution of the iteration matrix.
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Figure 4: The error reducing factor r as a function of θ and γ.

By Eq.(3.4), the ratio κ+/κ− only affects the common factor |[κ]/κ+ | or |[κ]/κ− | of the
entries of the matrix C in the iteration matrix M. This common factor approaches 1 and
the convergence rates keeps almost unchanged if κ+/κ−<O(10−2) or κ+/κ−>O(102),
as demonstrated in Fig. 5: Left. It is therefore expected that the iteration is convergent
for all values of the ratio κ+/κ−. However, if the conditions in the Eq. (3.4) are switched
to make the common factor greater than 1, the iteration only converges for a very small
range of the ratio κ+/κ− and diverges dramatically for large or small ratio κ+/κ−.

That the error behavior in the iteration process is the same as the behavior of pn+1−pn,
where n is the iteration number, is confirmed in Fig. 6: Left. The second-order accuracy
of the final solution is clearly indicated by Fig. 6: Right. As analyzed before, the second-
order accurate final solution is obtained when the infinity norm of the pn+1−pn is of the

order O(N−2).
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3.2 2D interface problem

Starting from the following discontinuous exact solution on a square domain [−1,1]×
[−1,1] with a circular interface Γ={(x,y)|x2+y2=0.52}

p(x,y)=

{

sinxsiny, x2+y2>0.52,

e−(x+y), x2+y2<0.52,
(3.5)

the Poisson equation

∆p= f (3.6)

is solved with analytical Neumann boundary conditions at the far-field boundaries and
the following analytical jump conditions at the interface Γ

[κp],

[

1

ρ

∂p

∂n

]

, [∆p], (3.7)
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Figure 7: The iteration number and the solution error as functions of γ.
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Figure 8: The iteration number and the solution error as functions of N.

where κ and ρ are piecewise positive constants which are discontinuous at the interface
Γ with the jump [κ] and [ρ]. This 2D interface problem is lack of the two desirable jump

conditions, [p] and
[ ∂p

∂n

]

. Besides the relation given by Eq. (2.1) or (2.2), the following
relation is also used

[p]=















1

κ+
[κp]−

[κ]

κ+
p−, κ+>κ−

(

[κ]
κ+ <1

)

,

1

κ−
[κp]−

[κ]

κ−
p+, κ+<κ−

(

[κ]
κ− <1

)

.

(3.8)

where p− or p+ is approximated by interpolation. Note that κ+=κ−=1 for the two-fluid
pressure. This 2D interface problem is solved below on N×N Cartesian grid points and
2N interface marker points using the proposed iterative solver with θ=1.

Similar to the previous 1D problem, the iteration number and the solution error for
this 2D problem are insensitive to γ if γ<O(10−2), as indicated in Fig. 7. For this reason,
γ = 0.01 is used in later simulations. In all simulations, the iteration is stopped when
the infinity norm of en = pn+1−pn is O(N−2). Fig. 8 indicates that the iteration number
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Figure 9: The iteration number and the solution error as functions of ρ+/ρ−.
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Figure 10: The iteration number and the solution error as functions of κ+/κ−.

is increased by almost a constant (about 5) if N is doubled. The convergence rate r is

therefore almost independent of N and can be estimated as r=
(

1
22

)1/5
=0.76. It takes 20

iteration steps or so to bring the error from O(1) to O(10−3). The grid refinement study
in Fig. 8 also indicates the final solution is of second-order accuracy in the infinity norm.

To demonstrate the robustness of the proposed iteration strategy, we consider a wide
range of the ratios ρ+/ρ− and κ+/κ−. Fig. 9 and 10 show the results. In summary,
the iteration behaves very well for various combinations of the two ratios except for the
combinations of very small ρ+/ρ− but very large κ+/κ− (lines with open circles in Fig. 9
and 10). In the exception, a lot of iteration steps may be required to satisfy the iteration
stopping criterion, and the errors in the final solutions are generally unacceptable. The

exception requires the approximations of p− and
∂p−

∂n at the inside (the concave side)
of the interface. The coefficients −[κ]/κ+ and [ρ]/ρ− in front of the approximations are
very close to −1. It turns out (without showing results here) that the big errors occur only
inside the interface, and the solutions outside are still almost second-order accurate. One
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attempt to remove the exception is to use change of variables. By changing the unknown
from p to q=κp, this 2D interface problem can be recast as solving the Poisson equation

∆q=κ f , (3.9)

with the jump conditions

[q],

[

1

κρ

∂q

∂n

]

, [∆q]. (3.10)

Since ρ+/ρ− is very small, and κ+/κ− is very large, the amplitude of (κρ)+/(κρ)− is in-
termediate. The proposed iteration strategy can be used to solve q with fast convergence.
However, the final solution p is still inaccurate if κ+/κ− is out of the range O(0.1)−O(10)
(no results shown here). How to successfully handle the exception will be a future re-
search subject.

We now change the interface in this problem to a more complex one and compare our
current iteration with GMRES iteration in the augmented immersed interface method [3,
7]. We use the GMRES solver in the Intel math kernel library and set its convergence
tolerance to 10−8 and residual tolerance to 10−3. In polar coordinates (θ,r), the new
interface is given as

r(θ)=0.5(1+0.25sin(5θ)) , (3.11)

as shown in Fig. 11. The convergence results for the new interface problem are given in
Fig. 11. The results indicate that both iterations produce overall second-order accurate
solutions. To compare the efficiency of the two iterations, we plot the iteration number
and the CPU time as a function of the grid resolution in Fig. 12. The iteration number
increases with the grid resolution in our iteration as we expect, and the iteration number
in GMRES stays almost unchanged, but the CPU time of our iteration is comparable to
GMRES at all the grid resolutions for this case.

3.3 Irregular-domain problem

The proposed iteration strategy can also be used to solve irregular-domain problems.
For example, a Poisson equation constructed from the exact solution p(x,y)= x2+y2 can
be solved with the analytical Neumann boundary condition at a rounded rectangular
boundary Γ. To solve this exterior problem with the immersed interface method on a
fixed grid in the rectangular domain [−1,1]×[−1,1], the solution inside Γ is set to zero.

The available jump conditions across Γ are
[ ∂p

∂n

]

and [∆p], which come from the given
Neumann boundary condition on Γand the given right hand sides of the Poisson equa-
tion. The missing jump condition [p]= p+−p−= p+ is approximated with interpolation
from the grid values of p outside Γ. The linear system from discretization of the problem
is in the same form as Eq. (2.5), which is then solved by the proposed iteration strategy.
An interior problem can be constructed and solved similarly. Shown in Fig. 13 are the
contour plots of the results. The convergence speed and the accuracy are comparable to
the typical results in previous 2D example.
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Figure 11: Left: Contours of the solution. Right: The solution error as a function of the grid resolution.
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Figure 12: The iteration number and the CPU time as a function of the grid resolution.
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Figure 13: Contour plots of the solutions to an exterior (Left) and interior (Right) irregular-domain problem.
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4 Conclusions

An iterative solver based on the immersed interface method is proposed to solve the two-
fluid pressure Poisson equation on a fixed Cartesian grid in a rectangular region. The
iteration strategy is the introduction of an unsteady term in the Poisson equation and
the implicit treatment of the unsteady term. This iterative solver has a reasonably fast
convergence speed and allows for FFT solving in each iteration step. The second-order
accuracy in the infinity norm can be achieved for the final solution. The solver is robust
to handle all density ratios of the two fluids. It can be used to solve Poisson equations
subject to various jump conditions on immersed interfaces and Poisson equations on
irregular domains.
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