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Abstract. Previous works on impinging streams mainly focused on the structures of
flow field, but paid less attention to the structures of temperature field, which are very
important in practical applications. In this paper, the influences of the Reynolds num-
ber (Re) and Prandtl number (Pr) on the structures of flow and temperature fields
of non-isothermal laminar impinging streams are both studied numerically with the
lattice Boltzmann method, and two cases with and without buoyancy effect are con-
sidered. Numerical results show that the structures are quite different in these cases.
Moreover, in the case with buoyancy effect, some new deflection and periodic struc-
tures are found, and their independence on the outlet boundary condition is also ver-
ified. These findings may help to understand the flow and temperature structures of
non-isothermal impinging streams further.
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1 Introduction

Impinging streams (IS) have been used in many industrial applications such as mix-
ing [1,2], absorption [3], liquid-liquid extraction [4] and drying [5], etc. A detailed discus-
sion of IS reactors can be found in [6,7]. Therefore, understanding the flow and tempera-
ture structures of such streams is very important for choosing the appropriate operation
conditions of processing equipment.
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Related studies in the past have shown that the impinging streams are susceptible to
instabilities which will lead to asymmetric and deflecting flows. Rolon et al. [10] inves-
tigated isothermal impinging streams of air experimentally and observed two different
asymmetric stable flows even under the same momentum condition. Denshchikov et
al. [8, 9] studied isothermal planar impinging streams of water with experiments and
found that each stream was deflected in the opposite direction from the other, and they
periodically switched directions.

Motivated by the above findings that show a rich dynamic behavior in impinging
streams system, Pawlowski et al. [11] carried out a numerical study of the structure and
stability of isothermal laminar impinging streams in planar and cylindrical geometries.
For the planar configuration, four flow regimes were found, which are single steady state
(symmetric) regime, multiple steady states (asymmetric) regime, deflecting jet regime
and vortex shedding regime, respectively. By employing a bifurcation and linearized
stability analysis based on the continuity and Navier-Stokes equations, two kinds of bi-
furcations, i.e., pitchfork bifurcation and Hopf bifurcation, were found. When pitchfork
bifurcation and Hopf bifurcation occur, the flow field changes from symmetric regime
to asymmetric regime and from asymmetric regime to deflecting jet or vortex shedding
regime. Additionally, they also investigated the critical Reynolds number, beyond which
the pitchfork or Hopf bifurcation occurs, for different geometry configuration parame-
ters.

In addition to the study of isothermal laminar impinging streams, Hasan et al. [12]
performed a numerical investigation of two-dimensional interaction of non-isothermal
laminar impinging streams with different fluids (same phase, miscible) in the mixed con-
vection regime. Two kinds of buoyancy, the thermal and the intrinsic buoyancy (ow-
ing to the inherently different densities of the two fluids), were considered through the
Boussinesq approximation, and two configurations, aiding buoyancy forces and oppos-
ing buoyancy forces, were used. For both configurations, some numerical simulations
have been conducted under different combinations of RiT and RiC, which are two impor-
tant dimensionless numbers in reflecting significance of thermal and intrinsic buoyancy
force. The numerical results show that three flow modes, which are symmetric steady
flow, asymmetric steady flow and the periodic unsteady flow, may appear depending
upon the flow configuration and the effects of the buoyancy forces.

From the survey of available literature, it can be found that above studies were mainly
focused on the structures of flow field, but less attention was paid to the structures of
temperature field, which are very important in practical applications. To fill this gap,
the structures of temperature field with and without buoyancy effect are studied under
different Re and Pr, and the relationships between the structures of flow field and the
structures of temperature field are also discussed.

In this work, we will study the non-isothermal laminar impinging streams numeri-
cally. Among various numerical methods, lattice Boltzmann method (LBM) is a relatively
new one and has attracted interest of researchers in a variety of fields [13–15]. Compared
to traditional computational fluid dynamics methods, LBM has many advantages, espe-



W. Zhang et al. / Commun. Comput. Phys., 13 (2013), pp. 835-850 837

cially in easy implementation and full parallelism. In addition, since the computational
speed on the Graphics processing unit (GPU) is much faster than that on the Central
processing unit (CPU), we will use LBM to investigate the non-isothermal laminar im-
pinging streams on GPU [16–18] (we obtain a speedup of one order of magnitude for
double precision arithmetic with respect to the computational performance of CPU).

The rest of paper is organized as follows. The problem description is given in Section
2. The lattice Boltzmann method is introduced in Section 3. In Section 4, numerical results
and discussion are given. And finally conclusions are presented in Section 5.

2 Problem description

The configuration of impinging streams is illustrated in Fig. 1, which is used in the
present study since it is a benchmark one [11, 12]. The basic phenomenon of such prob-
lem is that two identical jets with uniform velocity U are ejected from inlet1 and inlet2
and then collide with each other. After the jets change their flow direction, they begin to
flow out. As shown in Fig. 1, W is the width of the inlet, H is the separation between two
jets, L is the total length of the channel.

inlet2

inlet1

outlet outlet

L

W

H
X

Y

Figure 1: Configuration of impinging streams.

Based on the assumptions that the flow is laminar and the fluid is incompressible and
Newtonian, the dimensionless governing equations can be written as follows:

∇·u=0, (2.1a)

∂u

∂t
+u·∇u=−∇p+

1

Re
∇2u+RiΘk, (2.1b)

∂Θ

∂t
+u·∇Θ=

1

Re·Pr
∇2Θ, (2.1c)

where ∇=
(

∂
/

∂x,∂
/

∂y
)

, x,y are the dimensionless space coordinates, t is the dimension-
less time coordinate. u= (u,v), p and Θ are the dimensionless velocities, pressure and
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temperature, respectively. k is the unit vector in the y direction. The dimensionless tem-
perature is defined as Θ=(T−T0)/∆T, where T0=(T1+T2)/2, ∆T=(T2−T1) (T2>T1), T1

and T2 are the temperature of jets ejected form inlet1 and inlet2, respectively. The dimen-
sionless numbers in Eq. (2.1) are defined as, Re=WU/ν, Pr=ν/D and Ri=|g|β∆TW/U2,
where ν, D, β and g are the kinematic viscosity, coefficient of thermal diffusion, coefficient
of thermal expansion and acceleration vector of gravity.

The boundary conditions of present problem are set as follows (see Fig. 1 for the
meaning of symbols used):

inlet1:
(

y=
H

2
;−W

2
< x<

W

2

)

u=0, v=−1, Θ=−0.5, (2.2)

inlet2:
(

y=−H

2
;−W

2
< x<

W

2

)

u=0, v=1, Θ=0.5, (2.3)

top and bottom walls:

(

y=±H

2
;x>

W

2
or x<−W

2

)

u=v=0,
∂Θ

∂y
=0, (2.4)

outlet:
(

x=± L

2
;−H

2
<y<

H

2

) ∂u

∂x
=

∂v

∂x
=

∂Θ

∂x
=0. (2.5)

The initial values of u,v,p and Θ were set to be zero everywhere except two jet inlets.
To reduce the effects of exit boundary condition on the structures of flow and temperature
fields, we set L/H to be 20. In addition, the value of configuration parameter α (H/W) is
fixed to be 4.

3 Numerical method

Instead of solving the continuum hydrodynamics equation, LBM deals with the evolu-
tion of discrete single-particle velocity distribution functions in time and space. In an
early work, a lattice Boltzmann formulation for the Boussinesq equations with a separate
scalar temperature field has been introduced by He et al. [19], in combination with the
modification given in [20] that eliminates the compressibility error in the steady state.
After that, some simpler models are also proposed by Guo and Shi et al. [21–23]. In the
present work, the thermal lattice model presented in [21] (TD2G9 model) is used.

In the TD2G9 model, the evolution equations for velocity and temperature fields are
as follows:

gi(x+cei∆t,t+∆t)−gi(x,t)=− 1

τu
(gi(x,t)−g(eq)

i
(x,t))+ fi(x,t), i=0−8, (3.1a)

Θi(x+cei∆t,t+∆t)−Θi(x,t)=− 1

τΘ

(Θi(x,t)−Θ
(eq)
i (x,t)), i=1−4, (3.1b)
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where ei is the discrete velocity direction, c=△x/△t is the particle speed (c=10 is set in
our simulations), △x and △t are the lattice spacing and the time increment, respectively.
τu and τΘ characterize the relaxation times of distribution functions gi(x,t) and Θi(x,t)

towards the local equilibriums g
(eq)
i (x,t) and Θ

(eq)
i (x,t). fi(x,t) is defined by fi(x,t) =

∆tαiei ·kRiΘ/(2c), where αi=δi2+δi4.
The velocity directions ei for TD2G9 model are given by

ei =























(0,0), i=0,
(

cos
(i−1)π

2
,sin

(i−1)π

2

)

, i=1,2,3,4,

√
2
(

cos
[ (i−5)π

2
+

π

4

]

,sin
[ (i−5)π

2
+

π

4

])

, i=5,6,7,8.

(3.2)

The equilibrium distribution function g
(eq)
i (x,t) is defined by

g
(eq)
i (x,t)=



























−4σ
p

c2
+si(u), i=0,

λ
p

c2
+si(u), i=1,2,3,4,

γ
p

c2
+si(u), i=5,6,7,8,

(3.3)

where σ, λ and γ are parameters satisfying λ+γ= σ, λ+2γ= 1/2, si(u)=ωi[3ei ·u/c+

4.5(ei ·u)2/c2−1.5|u|2/c2], ω0 = 4/9, ωi = 1/9 (i= 1−4) and ωi = 1/36 (i= 5−8). In the
simulation, σ=5/12, λ=1/3 and γ=1/12 are set such that λ : γ=ω1 : ω5.

The equilibrium distribution function Θ
(eq)
i (x,t) is defined by

Θ
(eq)
i (x,t)=

Θ

4

[

1+2
ei ·u

c

]

, i=1,2,3,4. (3.4)

The fluid velocity, pressure and temperature can be calculated as

u=∑
i

ceigi, p=
c2

4σ

[

∑
i 6=0

gi+s0(u)
]

, Θ=∑
i

Θi. (3.5)

The transport coefficients are determined by

ν=
1

3

(

τu−
1

2

)∆x2

∆t
, D=

1

2

(

τΘ−
1

2

)∆x2

∆t
. (3.6)

Through the Chapman-Enskog expansion, the governing equations (2.1) can be re-
covered. The non-equilibrium extrapolation scheme [24, 25] is used to calculate the dis-
tribution functions at the boundaries and its principle is as follows. Firstly, the distri-
bution functions mi(x,t) (=gi(x,t) or Θi(x,t)) at the boundaries can be decomposed into

two parts, that is, mi(B,t)=m
(eq)
i (B,t)+m

(neq)
i (B,t), where B denotes the boundary point,
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m
(neq)
i (B,t) is the non-equilibrium part of distribution function. Secondly, we approxi-

mate the non-equilibrium part of distribution function at the boundary point with that

at the neighbouring fluid node, i.e., m
(neq)
i (B,t)≈m

(neq)
i (I,t)=mi(I,t)−m

(eq)
i (I,t), where I

is the neighbouring fluid point. Generally, m
(eq)
i (B,t) is calculated with the macroscopic

velocities and temperature at the boundaries which are determined by Eqs. (2.2)-(2.5).

For mi(I,t) and m
(eq)
i (I,t), they are already known before dealing with the distribution

functions at the boundaries.

4 Numerical results and discussion

4.1 Validation

Before we proceed any further, the validation of numerical method is first conducted by
comparing the velocity and Nusselt number distributions with the previous results [12,
26]. To present the comparison, the symmetric condition was imposed at the centerline
x=0, the temperatures of walls were kept at zero and the temperatures of jets were kept
at 0.5. The computations were carried out with the grid size of 81×1601, and this grid size
was found to be adequate for giving grid-independent results. In Fig. 2(a), where α= 2
and Re= 100, the velocity profile at the location of x/H = 4 is presented, and compared
with some previous results, y has been normalized with H, U (horizontal velocity) has
been normalized with the average velocity Uave at x/H=4. In Fig. 2(b), where α=4 and
Re= 250, we present the Nusselt number (Nu) profile along the top wall, and compare
it with some available results. It should be noted that the flow field for this case is a
mirror image of that obtained in previous works, which is attributed to the pitchfork
bifurcation of fluid flow. The Nusselt number is based on the bulk temperature and has
been normalized by the corresponding value of the fully developed plane Poiseuille flow.
As seen from Fig. 2, the velocity and Nusselt number distributions are in good agreement
with the results obtained from [12, 26].
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Figure 2: The comparison of velocity and Nusselt number distributions with the previous works.
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4.2 The case without buoyancy effect

In this subsection, the buoyancy effect is not considered, i.e., Ri=0.

We first study the influences of Re on the structures of flow and temperature fields,
and show the results in Fig. 3. As seen from this figure, the flow fields are symmetric at
Re=30 and Re=45, but asymmetric for Re=75 and Re=90, this is because the increase
of Re leads to the occurring of pitchfork bifurcation. In addition, the structures of tem-
perature field are similar to those of flow field, as shown in Fig. 3, for Re=30 and Re=45,
the temperature fields are symmetric about the midplane, the lower(<0) and higher(>0)
temperatures are distributed above and below the midplane, respectively. When Re is
increased to 75, the temperature field becomes asymmetric, the lower and higher tem-
peratures have crossed the midplane and entered the domain below and above it. When
Re is further increased to 90, the temperature field is still asymmetric. The structure simi-
larity between both fields can be attributed to the fact that the temperature field is mainly
affected by the flow field.

The influences of Pr on the structures of flow and temperature fields are also studied,
and shown in Fig. 4. As seen in this figure, the temperature is mainly distributed along
the centerline in y direction for Pr=0.1. As Pr increases to 0.5, the temperature distribu-
tion extends to a larger region. When Pr is further increased to 1.0 or 2.0, the temperature
is distributed in the entire domain. Therefore, it can be concluded that the temperature
distribution is more and more uniform as Pr increases. This is because the thermal ad-
vection is more and more significant compared to the thermal diffusion with the increase
of Pe, which is defined as Re·Pr. Although the uniformity of temperature distribution is
affected by Pr, the symmetric structure of temperature field is not changed for different
Pr, see Fig. 4. Additionally, the structure of flow field keeps unchanged for different Pr
since the flow field is not affected by the temperature field.

4.3 The case with buoyancy effect

In this part, we present a detailed parameter study on the case with buoyancy effect, and
pay attention to the buoyancy effect on the structures of flow and temperature fields.

Firstly, the influences of Ri on the structures of flow and temperature fields are stud-
ied, and shown in Fig. 5. From this figure, it can be found that the flow and temperature
fields are both symmetric about the midplane at Ri = 0.1, and such symmetry is simi-
lar to the case at Ri= 0, which implies the buoyancy force has no apparent effect on the
structures of flow and temperature fields under such small Ri. However, when Ri is in-
creased to 0.45, the flow and temperature fields become asymmetric, which is attributed
to the fact that large buoyancy force accelerates the fluid ejected from jet inlets, and fi-
nally causes the occurring of pitchfork bifurcation. As Ri increases to 0.7, the jets deflect
off each other in the opposite direction and flow out of the channel from the left and right
outlets. Because the jets have different temperatures, the higher and lower temperatures
are distributed in the regions through which the hotter and colder jets have flowed out.
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Figure 3: Streamlines and isotherms of impinging streams for different Re, α=4, Pr=1.0, Ri=0.
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Figure 4: Streamlines and isotherms of impinging streams for different Pr, α=4, Re=45, Ri=0.
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Figure 5: Streamlines and isotherms of impinging streams for different Ri, α=4, Re=45, Pr=1.0.
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Figure 6: Close-up views of flow and temperature fields of impinging streams for Ri=0.7, α=4, Re=45, Pr=1.0.

In fact, there are three vortices in the flow field at Ri=0.7, as seen in Fig. 6. The vortex in
the center region is induced probably by the combination effects of ”natural convection”
between two jets with different temperatures and the opposite velocities of two jets. In
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Figure 7: The dimensionless time history of v(0,0) of impinging streams for different Ri, α=4, Re=45, Pr=1.0.

addition, the isotherms in the center region are nearly horizontal, which means that the
heat transfer mechanism is dominated by convection. When Ri is further increased to
2.0, the vortex in the center region breaks up into two vortices, and the isotherms in the
center region become more horizontal. The changes of streamlines and isotherms from
Ri=0.7 to Ri=2.0 are very similar to those of natural convection flow in a square cavity
with the increase of Rayleigh number [27, 28].

We also present the dimensionless time history profiles of v at origin of coordinates
for different Ri in Fig. 7. As seen from this figure, v is always zero for Ri=0.1, at which the
flow field is symmetric. For the case of Ri=0.45, v changes from zero to a constant, and
correspondingly, the flow field changes from symmetric structure to asymmetric struc-
ture. When Ri=0.7, after v keeps unchanged at a constant, its value returns to zero, but
the flow field changes into the deflection structure. When Ri increases to 2.0, the profile
shows that the flow becomes periodic (streamlines and isotherms in Fig. 5 (a4) and (b4)
represent the structures of mean velocity and temperature distributions). From above
observations, it can be found that the increase of Ri makes the flow more and more un-
stable, and thus, the state of v changes more and more frequently. In addition, similar
profiles of temperature at the origin of coordinates are also observed.

Secondly, the influences of Re on the structures of flow and temperature fields for
the case of Ri = 0.45 are investigated, and shown in Fig. 8. As seen from this figure,
when the buoyancy effect (Ri = 0.45) is included, the flow and temperature fields are
still symmetric at Re = 30, but asymmetric at Re = 45. When Re is increased to 75, the
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deflection structures of flow and temperature fields are observed and these structures
are similar to those in Fig. 5 (a3) and (b3), but with opposite deflection direction. As
Re increases to 90, an unsteady periodic flow is observed, and the distribution of mean
velocity presents the asymmetric structure, in which two much larger recirculation zones
appear near the upper jet inlet, compared with the structure in Fig. 8 (a2). From above
discussions, it can be deduced that, compared with the case without buoyancy effect, the
flow and temperature fields with buoyancy effect present more structures.

Thirdly, the influences of Pr on the structures of flow and temperature fields are also
studied, and shown in Fig. 9. From this figure, it can be seen that the uniformity of tem-
perature distribution is enhanced as Pr increases. This is because the increase of Pr makes
the heat convection more and more significant than the heat conduction. In addition, it
can also be seen that the structure of temperature field changes with the increase of Pr.
For the cases of Pr = 0.1 and Pr = 1.0, the temperature fields are asymmetric about the
midplane. Because of the complex interactions between flow and temperature fields, the
temperature field presents the deflection structure for the case of Pr=0.5. When Pr is in-
creased to 2.0, the periodic structure of temperature field was observed (isotherms shown
in Fig. 9 (b4) represent the structure of mean temperature distribution). Thus, it can be
concluded that the increase of Pr for the case with buoyancy effect not only enhances
the uniformity of temperature distribution but also changes the structure of temperature
field. Additionally, because the flow field is affected by the buoyancy effect, the increase
of Pr leads to the changes of flow filed, which are similar to those of the temperature
field. Finally, it is worth mentioning that two interesting phenomena are observed in
Fig. 9 (b4). Firstly, the distributions of higher and lower temperatures in the center region
seem to be confined in two rectangular boxes. Secondly, outside of the boxes, the colder
temperature is distributed below the midplane and the higher temperature is distributed
above the midplane. The explanation of the latter phenomenon can be found from the
instantaneous temperature field shown in Fig. 10. From this figure, it can be seen that the
vortices in the temperature field make the higher temperature enter the domain above
the midplane and the lower temperature enter the domain below the midplane.

Based on the results presented above, it can be concluded that there are four types
of flow and temperature structures under different Ri, Re and Pr, which are symmet-
ric structure, asymmetric structure, deflection structure and periodic structure. For the
deflection structure, the periodic reversals of the deflection direction reported in the pre-
vious works [8,9,11] are not observed here, which may be due to the buoyancy effect. To
check whether the lack of reversals is due to a finite Mach number effect, we have run
the code with a larger c, say c=15 or 20, and found that the deflection direction is still not
reversed. For this reason, we can conclude that the lack of reversals is not caused by the
variation of Mach number. Additionally, for periodic structures shown in Fig. 5, Fig. 8
and Fig. 9, we present the instantaneous flow fields in Fig. 11. As shown in Fig. 11 (b) and
(c), some vortices are formed near the channel walls, this phenomenon has been reported
by Hasan et al. [12] for the first time, but two recirculation zones at each side of y axis are
the same with each other in their work, which is different from present results.
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Figure 8: Streamlines and isotherms of impinging streams for different Re, α=4, Pr=1.0, Ri=0.45.
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Figure 9: Streamlines and isotherms of impinging streams for different Pr, α=4, Re=45, Ri=0.45.
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Figure 10: Instantaneous temperature field of impinging streams for α=4,Ri=0.45, Re=45, Pr=2.0.
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Figure 11: Instantaneous flow fields of impinging streams for different cases, α=4.

4.4 The boundary condition effects on the new structures

The outlet boundary condition ∂u/∂x= ∂v/∂x= ∂Θ/∂x=0 (in Eq. (2.5)) is based on the
assumption of fully developed flow and has been used in many works on the impinging
streams [29, 30]. But different velocity and temperature boundary conditions which are
∂u/∂x = 0, v= 0 and ∂2Θ/∂x2 = 0 were also used, such as in [11] and [12], respectively.
Because we found the deflection structure for the first time and some new periodic struc-
tures, it is necessary to verify if these structures are affected by the choices of these dif-
ferent outlet boundary conditions. Two typical cases which are Ri=0.7,Re=45,Pr=1.0
(deflection structure, case 1) and Ri=0.45,Re=45,Pr=2.0 (periodic structure, case 2) were
used to examine the effects of ∂u/∂x=0, v=0 and ∂2Θ/∂x2 =0 on the new structures.

We first carried out the simulation with the input parameters of case 1 under the con-
dition of ∂u/∂x=0, v=0, ∂Θ/∂x=0, it is found that the steady flow field still present the
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deflection structure, and the global relative differences of u and v under this condition
and that in Eq. (2.5) are 0.039% and 0.17%, which means ∂u/∂x= 0, v= 0 doesn’t affect
the structure of flow field. We secondly implemented the simulation with the input pa-
rameters of case 2 under the condition ∂u/∂x=0,∂v/∂x=0,∂2Θ/∂x2 =0, it is found that
the structure of instantaneous temperature field is nearly the same with that under the
condition in Eq. (2.5), and the global relative difference of mean temperature is 1.18%,
which means ∂2Θ/∂x2 = 0 doesn’t affect the structure of temperature field. In addition,
we double the channel length to validate the periodic structure in case 2, it is found that
the structure of instantaneous temperature field in the central part of enlarged domain is
still unchanged.

5 Conclusions

In this paper, the study of flow and temperature structures of non-isothermal laminar
impinging streams is performed with the lattice Boltzmann method, two cases with and
without buoyancy effect are considered.

For the case without buoyancy effect, it is found that the flow and temperature fields
change from symmetric structure to asymmetric structure with the increase of Re. When
Pr is increased, the temperature distribution is more and more uniform in the entire do-
main but the structure of flow field is not changed, which is because the flow field is not
affected by the temperature field.

For the case with buoyancy effect, it is found that the flow and temperature fields
become more and more unstable with the increase of Ri. When Re is increased, the flow
and temperature fields present more structures than those of the case without buoyancy
effect. In addition, as the Pr increases, the uniformity of temperature distribution is en-
hanced and the structures of flow and temperature fields are changed. According to the
results of this case, four types of flow and temperature structures are found, which are
symmetric structure, asymmetric structure, deflection structure and periodic structure,
and what is more, the steady deflection structure presented in our work has not been
reported in available works, some different periodic structures are also observed.

Finally, the present work provides rich information about the flow and temperature
structures of non-isothermal impinging streams, which may be used as a reference to
understand the structures of impinging streams further.
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