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#### Abstract

The additive Schwarz preconditioner with minimal overlap is extended to triangular spectral elements (TSEM). The method is a generalization of the corresponding method in tensorial quadrilateral spectral elements (QSEM). The proposed preconditioners are based on partitioning the domain into overlapping subdomains, solving local problems on these subdomains and solving an additional coarse problem associated with the subdomain mesh. The results of numerical experiments show that the proposed preconditioner are robust with respect to the number of elements and are more efficient than the preconditioners with generous overlaps.
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## 1 Introduction

Spectral element method, which combines the flexibility of the low-order finite element methods and the high accuracy of the spectral methods, are popular in computational science and engineering. The efficiency of the spectral element method depends on the solution method employed to solve the resultant linear system. Since direct methods are infeasible when the number of elements get large, preconditioned iterative methods are usually used. Preconditioners can be based on an overlapping or non-overlapping domain decomposition [24,28]. The former include the multiplicative Schwarz [18], additive Schwarz [9] and the restricted Schwarz preconditioners [6]. The multiplicative Schwarz preconditioner generally has better convergence properties than the additive counterpart, but there is no straightforward way to parallelize it. The non-overlapping

[^0]preconditioners include Neumann-Neumann [10], Finite Element Tearing and Interconnect (FETI) [13], Balancing Domain Decomposition methods [20], Dual-Primal Finite Element Tearing and Interconnect (FETI-DP) [12], Balancing Domain Decomposition methods by Constraints (BDDC) [8] and optimized Schwarz [14, 22]. The preconditioned system from the FETI-DP and BDDC preconditioners have essentially the same spectrum [5,17,21]. Though most of these preconditioners are originally proposed for quadrilateral elements (QSEM), they can also be applied to triangular elements (TSEM). One exception is the additive Schwarz preconditioner with minimal overlap [7,19], as its construction relies heavily on the tensor-product nature of the collocation points.

In this paper, we construct additive Schwarz preconditioners with minimal overlap for TSEM. The construction is made possible by considering the Schur complement instead of the full matrix. We also compare the performance of the different preconditioners, including the Schwarz preconditioners with generous and minimal overlaps and the BDDC preconditioner. Four sets of collocation points are used in the numerical experiments, including the uniformly-distributed points, the Fekete points [ 2,27 ], the Lobatto points [1] and the Lebesgue points [25].

The rest of the paper is organized as follows. Section 2 gives a brief review of spectral element method. Section 3 gives a brief review of the Schur complement and proves a theorem related to it. Section 4 introduces the different preconditioners and compares their computational complexities. Numerical experiments are presented in Section 5. Finally, some concluding remarks are given in Section 6.

## 2 Spectral element method

Consider the screened Poisson equation

$$
\begin{equation*}
\alpha u-\nabla^{2} u=f \tag{2.1}
\end{equation*}
$$

in $\Omega \subset \mathcal{R}^{2}$ with boundary conditions

$$
\begin{equation*}
u=0 \quad \text { on } \Gamma_{\mathrm{D}}, \quad \frac{\partial u}{\partial n}=g_{\mathrm{N}} \quad \text { on } \Gamma_{\mathrm{N}}, \tag{2.2}
\end{equation*}
$$

where $\alpha$ is a non-negative constant and $\Gamma_{\mathrm{D}} \cup \Gamma_{\mathrm{N}}=\partial \Omega$. Let $\mathcal{T}=\left\{T_{i}: i=1, \cdots, N\right\}$ be a triangulation of the domain $\Omega$, such that

$$
\bigcup_{i=1}^{N} \overline{T_{i}}=\bar{\Omega}, \quad T_{i} \cap T_{j}=\varnothing, \quad \text { for } i \neq j .
$$

Then the spectral element space for the solution is

$$
\begin{equation*}
W_{p}(\mathcal{T}):=\mathcal{P}_{p}(\mathcal{T}) \cap W, \tag{2.3}
\end{equation*}
$$

where

$$
\mathcal{P}_{p}(\mathcal{T}):=\left\{u \in \mathcal{C}^{0}(\Omega):\left.u\right|_{T_{i}} \in \mathcal{P}_{p}\left(T_{i}\right), \forall T_{i} \in \mathcal{T}\right\}
$$

is the space of continuous functions whose restriction in each element $T_{i}$ is a polynomial of degree at most $p$ and

$$
W=\left\{u \in H^{1}(\Omega): u=0 \text { on } \Gamma_{\mathrm{D}}\right\}
$$

is the solution space to (2.1)-(2.2). The spectral element approximation to (2.1)-(2.2) is: Find $u \in W_{p}(\mathcal{T})$ such that

$$
\begin{equation*}
\int_{\Omega}(\alpha u v+\nabla u \cdot \nabla v) d \mathbf{x}=\int_{\Omega} f v d \mathbf{x}+\int_{\Gamma_{\mathrm{N}}} g_{\mathrm{N}} v d s \tag{2.4}
\end{equation*}
$$

for all $v \in W_{p}(\mathcal{T})$, where the integrals on the right-hand side are approximated by replacing the functions $f$ and $g_{\mathrm{N}}$ with interpolants. Once basis functions are chosen, (2.4) can be written as a linear system:

$$
\begin{equation*}
A \mathbf{u}=\mathbf{f} \tag{2.5}
\end{equation*}
$$

In practice, the integrals can be evaluated by expressing the basis functions as linear combinations of Dubiner polynomials [11]. More details on this can be found in [15].

Throughout this paper, Lagrange polynomials based on the collocation points are used as the basis functions.

## 3 Schur complement

Dividing the unknowns into those in the interior of elements $\left(\mathbf{u}_{I}\right)$ and on the interface ( $\mathbf{u}_{\Gamma}$ ), (2.5) can be written as:

$$
\left[\begin{array}{ll}
A_{I I} & A_{\Gamma I}^{T}  \tag{3.1}\\
A_{\Gamma I} & A_{\Gamma \Gamma}
\end{array}\right]\left[\begin{array}{l}
\mathbf{u}_{I} \\
\mathbf{u}_{\Gamma}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{f}_{I} \\
\mathbf{f}_{\Gamma}
\end{array}\right] .
$$

Using block Cholesky factorization, we have:

$$
\left[\begin{array}{cc}
A_{I I} & A_{\Gamma I}^{T} \\
A_{\Gamma I} & A_{\Gamma \Gamma}
\end{array}\right]=\left[\begin{array}{cc}
I & 0 \\
A_{\Gamma I} A_{I I}^{-1} & I
\end{array}\right]\left[\begin{array}{cc}
A_{I I} & 0 \\
0 & S_{\Gamma}
\end{array}\right]\left[\begin{array}{cc}
I & A_{I I}^{-1} A_{\Gamma I}^{T} \\
0 & I
\end{array}\right],
$$

where $S_{\Gamma}=A_{\Gamma \Gamma}-A_{\Gamma I} A_{I I}^{-1} A_{\Gamma I}^{T}$ is the Schur complement. Note that the Schur complement can be assembled from the element Schur complements:

$$
\begin{equation*}
S_{\Gamma}=\sum_{i=1}^{N}\left(R_{\Gamma}^{(i)}\right)^{T} S_{\Gamma}^{(i)} R_{\Gamma}^{(i)}, \quad S_{\Gamma}^{(i)}=A_{\Gamma \Gamma}^{(i)}-A_{\Gamma I}^{(i)}\left(A_{I I}^{(i)}\right)^{-1}\left(A_{\Gamma I}^{(i)}\right)^{T}, \tag{3.2}
\end{equation*}
$$

where $R_{\Gamma}^{(i)}$ is the restriction operator to $\Gamma_{i}$. Inverting the three factors, we have:

$$
\begin{align*}
{\left[\begin{array}{ll}
A_{I I} & A_{\Gamma I}^{T} \\
A_{\Gamma I} & A_{\Gamma \Gamma}
\end{array}\right]^{-1} } & =\left[\begin{array}{cc}
I & -A_{I I}^{-1} A_{\Gamma I}^{T} \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
A_{I I}^{-1} & 0 \\
0 & S_{\Gamma}^{-1}
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
-A_{\Gamma I} A_{I I}^{-1} & I
\end{array}\right] \\
& =R_{I}^{T} A_{I I}^{-1} R_{I}+\Phi_{\Gamma} S_{\Gamma}^{-1} \Phi_{\Gamma}^{T}, \tag{3.3}
\end{align*}
$$

where

$$
\Phi_{\Gamma}=R_{\Gamma}^{T}-R_{I}^{T} A_{I I}^{-1} A_{\Gamma I}^{T}
$$

and $R_{I}, R_{\Gamma}$ are restriction operators to the interior and interface, respectively. Since $A_{I I}=$ $\operatorname{diag}\left(A_{I I}^{(1)}, \cdots, A_{I I}^{(N)}\right)$ is block diagonal, it is cheap to apply $A_{I I}^{-1}$ on a vector. Eq. (3.1) is then reduced to:

$$
\begin{equation*}
S_{\Gamma} \mathbf{u}_{\Gamma}=\mathbf{g}_{\Gamma}, \tag{3.4}
\end{equation*}
$$

where $\mathbf{g}_{\Gamma}=\mathbf{f}_{\Gamma}-A_{\Gamma I} A_{I I}^{-1} \mathbf{u}_{I}$.
There are two advantages in using the Schur complement. Firstly, the condition number of the Schur complement is likely to be much smaller than that of the full matrix [4]. Secondly, applying the Schur complement to a vector only requires $\mathcal{O}\left(N p^{2}\right)$ operations, while applying the full matrix to a vector requires $\mathcal{O}\left(N p^{4}\right)$ operations. As we shall see later, it is possible to construct the Schur complement in $\mathcal{O}\left(N p^{4}\right)$ operations. Hence when applying an iterative solution method, using the Schur complement is likely to be more efficient. Another interesting property is that when Lagrange polynomials based on collocation points are used as basis functions, the Schur complement is independent of the location of points in the interior of elements. This property is the direct consequence of the following more general theorem:

Theorem 3.1. Let

$$
W_{p, 0}(\mathcal{T})=\left\{u \in W_{p}(\mathcal{T}): u=0 \text { on } \bigcup_{T \in \mathcal{T}} \partial T\right\}
$$

be the set of functions in $W_{p}(\mathcal{T})$ that vanish on element boundaries. Let $\left\{\phi_{i}\right\} \cup\left\{\psi_{i}\right\}$ and $\left\{\tilde{\phi}_{i}\right\} \cup$ $\left\{\tilde{\psi}_{i}\right\}$ be two bases of $W_{p}(\mathcal{T})$. If $\left\{\phi_{i}\right\}$ and $\left\{\tilde{\phi}_{i}\right\}$ are bases of $W_{p, 0}(\mathcal{T})$ and

$$
\psi_{i}-\tilde{\psi}_{i} \in W_{p, 0}(\mathcal{T})
$$

for all $i$, then the corresponding Schur complements are the same.
Proof. The full matrix and Schur complement correspond to the first basis are:

$$
M=\left[\begin{array}{cc}
A & B^{T} \\
B & C
\end{array}\right], \quad S=C-B A^{-1} B^{T}
$$

where the entries of the matrices $A, B$ and $C$ are:

$$
a_{i j}=\mathcal{L}\left(\phi_{j}, \phi_{i}\right), \quad b_{i j}=\mathcal{L}\left(\phi_{j}, \psi_{i}\right), \quad c_{i j}=\mathcal{L}\left(\psi_{j}, \psi_{i}\right),
$$

with $\mathcal{L}$ the bilinear form in the variational formulation. The full matrix $\tilde{M}$ and the Schur complement $\tilde{S}$ correspond to the second basis are defined similarly. Since $\left\{\phi_{i}\right\}$ is a basis of $W_{p, 0}(\mathcal{T})$, we may write:

$$
\tilde{\phi}_{i}=\sum_{k} p_{i k} \phi_{k}, \quad \tilde{\psi}_{i}=\psi_{i}+\sum_{k} q_{i k} \phi_{k} .
$$

Then the entries of $\tilde{M}$ are:

$$
\begin{aligned}
& \tilde{a}_{i j}=\mathcal{L}\left(\tilde{\phi}_{j}, \tilde{\phi}_{i}\right)=\sum_{k, \ell} p_{j k} p_{i \ell} a_{k \ell}=\left(P A P^{T}\right)_{i j}, \\
& \tilde{b}_{i j}=\mathcal{L}\left(\tilde{\phi}_{j}, \tilde{\psi}_{i}\right)=\sum_{k} p_{j k} b_{i k}+\sum_{k, \ell} p_{j k} q_{i \ell} a_{k \ell}=\left(B P^{T}+Q A P^{T}\right)_{i j} \\
& \tilde{c}_{i j}=\mathcal{L}\left(\tilde{\psi}_{j}, \tilde{\psi}_{i}\right)=c_{i j}+\sum_{k} q_{j k} b_{i k}+\sum_{\ell} q_{i \ell} b_{j \ell}+\sum_{k, \ell} q_{j k} q_{i \ell} a_{k \ell}=\left(C+B Q^{T}+Q B^{T}+Q A Q^{T}\right)_{i j}
\end{aligned}
$$

and the Schur complement $\tilde{S}$ is:

$$
\begin{aligned}
\tilde{S} & =\tilde{C}-\tilde{B} \tilde{A}^{-1} \tilde{B}^{T} \\
& =C+B Q^{T}+Q B^{T}+Q A Q^{T}-\left(B P^{T}+Q A P^{T}\right)\left(P A P^{T}\right)^{-1}\left(B P^{T}+Q A P^{T}\right)^{T} \\
& =C+B Q^{T}+Q B^{T}+Q A Q^{T}-(B+Q A) A^{-1}(B+Q A)^{T} \\
& =C-B A^{-1} B^{T} .
\end{aligned}
$$

Hence the Schur complements are the same.
Another consequence of the above theorem is that when computing the Schur complement, one can use any basis for $W_{p, 0}(\mathcal{T})$. For example, by choosing a basis such that $A_{I I}$ in Eq. (3.1) is sparse, one can compute the Schur complement in $\mathcal{O}\left(N p^{4}\right)$ operations instead of $\mathcal{O}\left(N p^{5}\right)$.

## 4 Preconditioners

In this section, we describe the additive Schwarz preconditions with generous and minimal overlaps, as well as the BDDC preconditioner that will be used in the numerical experiments. We also compare the computational complexities of these preconditioners.

### 4.1 Additive Schwarz preconditioner

Let $\Omega_{1}, \cdots, \Omega_{K}$ be overlapping subdomains of $\Omega$ such that $\bigcup_{i=1}^{K} \overline{\Omega_{i}}=\bar{\Omega}$. The additive Schwarz preconditioner is:

$$
\begin{equation*}
M_{\mathrm{AS}}^{-1}=R_{0}^{T}\left(R_{0} A R_{0}^{T}\right)^{-1} R_{0}+\sum_{i=1}^{K}\left(R_{D}^{(i)}\right)^{T}\left(R^{(i)} A\left(R^{(i)}\right)^{T}\right)^{-1} R_{D}^{(i)}, \tag{4.1}
\end{equation*}
$$

where $R_{0}^{T}$ is the interpolation operator from the coarse grid to the fine grid with $R_{0}$ its transpose, $R^{(i)}$ is the restriction operator to the interior of $\Omega_{i}$ and $R_{D}^{(i)}$ is either the same as $R^{(i)}$ or a scaled version of it.

The overlapping subdomains can be based on a partitioning of vertices or elements. If the vertices are partitioned into sets $\mathcal{V}_{1}, \cdots, \mathcal{V}_{K}$, then the overlapping subdomains can



Figure 1: Distance function of a node from a vertex (left) and from an element (right) in the case $p=4$. The distance is infinity for nodes without a number.
be constructed such that $\mathcal{V}_{i}$ is in the interior of subdomain $\Omega_{i}$. With generous overlap, $\Omega_{i}$ is the union of elements with at least one vertex in $\mathcal{V}_{i}$ [26]:

$$
\begin{equation*}
\Omega_{i}=\bigcup\left\{T \in \mathcal{T}: \mathcal{V}(T) \cap \mathcal{V}_{i} \neq \varnothing\right\}, \tag{4.2}
\end{equation*}
$$

where $\mathcal{V}(T)$ is the set of vertices in element $T$. To construct subdomains with minimal overlap, we need to define the distance from a node to a vertex. The definition of the distance function is not clear for non-tensorial mesh. However, if preconditioner is applied to the Schur complement instead of the full matrix, then we only need to define the distance for nodes on the element interfaces, as shown in Fig. 1(left). With the distance function defined, with minimal overlap, $\Omega_{i}$ contains the nodes that are at most a little more than "half" an element away from $\mathcal{V}_{i}$ :

$$
\begin{equation*}
\Omega_{i}=\left\{\mathbf{x}_{k}: \min _{V \in \mathcal{V}_{i}} \operatorname{dist}\left(\mathbf{x}_{k}, V\right) \leq\left\lfloor\frac{p}{2}\right\rfloor+2\right\} . \tag{4.3}
\end{equation*}
$$

If the elements are partitioned into sets $\mathcal{T}_{1}, \cdots, \mathcal{T}_{K}$, then the overlapping subdomains can be constructed such that $\mathcal{T}_{i}$ is in the interior of subdomain $\Omega_{i}$. With generous overlap, $\Omega_{i}$ is just the union of the elements in $\mathcal{T}_{i}$ :

$$
\begin{equation*}
\Omega_{i}=\bigcup\left\{T \in \mathcal{T}_{i}\right\} \tag{4.4}
\end{equation*}
$$

With minimal overlap, $\Omega_{i}$ contains the nodes that are at most two nodes away from $\mathcal{T}_{i}$ :

$$
\begin{equation*}
\Omega_{i}=\left\{\mathbf{x}_{k}: \min _{T \in \mathcal{T}_{i}} \operatorname{dist}\left(\mathbf{x}_{k}, T\right) \leq 2\right\}, \tag{4.5}
\end{equation*}
$$

where the distance function from a node to an element is shown in Fig. 1(right).

### 4.2 BDDC preconditioner

In the BDDC preconditioner, the subdomain unknowns are divided into two types: the primal variables $\mathbf{u}_{\Pi}^{(i)}$, which are continuous across interface and the dual variables $\mathbf{u}_{\Delta}^{(i)}$, which are discontinuous across interface. Several restriction operators need to be defined. $R_{\Pi}^{(i)}$ and $R_{\Delta}^{(i)}$ are restriction operators to the subdomain primal and dual variables, respectively. $R_{\Pi}$ is the direct sum of the $R_{\Pi}^{(i)}$ 's and $R_{\Delta}$ is the direct sum of the $R_{\Delta}^{(i)}$ 's. $R_{D, \Pi}$ and $R_{D, \Delta}$ are scaled versions of $R_{\Pi}$ and $R_{\Delta}$, defined as:

$$
R_{D, \Pi}=R_{\Pi} C^{-1}, \quad R_{D, \Delta}=R_{\Delta} C^{-1} ; \quad C=R_{\Pi}^{T} R_{\Pi}+R_{\Delta}^{T} R_{\Delta} .
$$

$R_{D, \Pi}^{(i)}$ and $R_{D, \Delta}^{(i)}$ are the restrictions of $R_{D, \Pi}$ and $R_{D, \Delta}$ to subdomain $i$, respectively. $R_{D}$ is the direct sum of $R_{\Pi}$ and $R_{D, \Delta}$.

The action of the preconditioner on a vector, $M_{\mathrm{BDDC}}^{-1} \mathbf{f}=\mathbf{u}$, is computed as follows. First form the subdomain linear systems:

$$
\left[\begin{array}{cc}
A_{\Delta \Delta}^{(i)} & \left(A_{\Pi \Delta}^{(i)}\right)^{T} \\
A_{\Pi \Delta}^{(i)} & A_{\Pi \Pi}^{(i)}
\end{array}\right]\left[\begin{array}{c}
\mathbf{u}_{\Delta}^{(i)} \\
\mathbf{u}_{\Pi}^{(i)}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{f}_{\Delta}^{(i)} \\
\mathbf{f}_{\Pi}^{(i)}
\end{array}\right],
$$

where $\mathbf{f}_{\Delta}^{(i)}=R_{D, \Delta}^{(i)} \mathbf{f}$ and $\mathbf{f}_{\Pi}^{(i)}=R_{D, \Pi}^{(i)} \mathbf{f}$. Assembling only the primal variables results in the linear system:

$$
\left[\begin{array}{ll}
A_{\Delta \Delta} & A_{\Pi \Delta}^{T} \\
A_{\Pi \Delta} & A_{\Pi \Pi}
\end{array}\right]\left[\begin{array}{l}
\mathbf{u}_{\Delta} \\
\mathbf{u}_{\Pi}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{f}_{\Delta} \\
\mathbf{f}_{\Pi}
\end{array}\right],
$$

where

$$
A_{\Pi \Pi}=\sum_{i=1}^{N}\left(R_{\Pi}^{(i)}\right)^{T} A_{\Pi \Pi}^{(i)} R_{\Pi}^{(i)}, \quad \mathbf{f}_{\Pi}=\sum_{i=1}^{N}\left(R_{\Pi}^{(i)}\right)^{T} \mathbf{f}_{\Pi}^{(i)}=R_{\Pi} \mathbf{f} .
$$

The above system can be inverted as in Section 3 to give:

$$
\left[\begin{array}{ll}
A_{\Delta \Delta} & A_{\Pi \Delta}^{T} \\
A_{\Pi \Delta} & A_{\Pi \Pi}
\end{array}\right]^{-1}=R_{\Delta}^{T} A_{\Delta \Delta}^{-1} R_{\Delta}+\Phi_{\Pi} S_{\Pi}^{-1} \Phi_{\Pi}^{T},
$$

where

$$
\Phi_{\Pi}=R_{\Pi}^{T}-R_{\Delta}^{T}\left(A_{\Delta \Delta}\right)^{-1} A_{\Pi \Delta}^{T}=R_{\Pi}^{T}-R_{\Delta}^{T} \sum_{i=1}^{N}\left(R_{\Delta}^{(i)}\right)^{T}\left(A_{\Delta \Delta}^{(i)}\right)^{-1}\left(A_{\Pi \Delta}^{(i)}\right)^{T} R_{\Pi}^{(i)},
$$

and $S_{\Pi}$ can be assembled from the subdomain matrices similar to in (3.2). Finally, $\mathbf{u}$ is computed as $R_{\Pi}^{T} u_{\Pi}+R_{D, \Delta}^{T} \mathbf{u}_{\Delta}$. In summary, the BDDC preconditioner can be written as:

$$
\begin{equation*}
M_{\mathrm{BDDC}}^{-1}=R_{D}^{T}\left(R_{\Delta}^{T} A_{\Delta \Delta}^{-1} R_{\Delta}+\Phi_{\Pi} S_{\Pi}^{-1} \Phi_{\Pi}^{T}\right) R_{D} . \tag{4.6}
\end{equation*}
$$

### 4.3 Complexity estimates

We examine here the computational costs of solving the Schur system (3.4) using different preconditioners. Table 1 summarizes the different preconditioners. For simplicity, we only consider the case with maximum number of subdomains. In other words, the number of subdomains of the Schwarz(E1), Schwarz(E2) and BDDC preconditioners equals the number of elements $N$ and the number of subdomains of the Schwarz(V1) and Schwarz(V2) preconditioners equals the number of vertices $|\mathcal{V}|$.

Table 1: Summary of preconditioners.

| Name | Preconditioner |
| :---: | :--- |
| Schwarz(V1) | Additive Schwarz based on vertices (generous overlap) |
| Schwarz(V2) | Additive Schwarz based on vertices (minimal overlap) |
| Schwarz(E1) | Additive Schwarz based on elements (generous overlap) |
| Schwarz(E2) | Additive Schwarz based on elements (minimal overlap) |
| BDDC | BDDC preconditioner |

In each iteration, there are a coarse solver, some matrix-vector products and the local solvers. In the additive Schwarz preconditioners, the coarse solvers corresponds to the operator $\left(R_{0} A R_{0}^{T}\right)^{-1}$ in (3.2), while in the BDDC preconditioner, the coarse solver corresponds to the operator $A_{\Delta \Delta}^{-1}$ in (4.6). There are several ways to solve the coarse problem, including banded Cholesky factorization, multigrid iteration and approximate solver [29], to name a few. Finding the best estimate of the cost of the coarse solver is thus very complicated and beyond the scope of the paper. Next, as mentioned in Section 3, the cost of applying the Schur complement to a vector is $\mathcal{O}\left(N p^{2}\right)$. Finally, we assume that the local matrices have been factored before starting the iterations, so that the cost of the local solvers is $\mathcal{O}\left(\sum_{i=1}^{K} d_{i}^{2}\right)$, where $K$ is the number of subdomains and $d_{i}$ is the number of unknowns in subdomain $i$. In all preconditioners considered, the number of subdomains is $\mathcal{O}(N)$ and the number of unknowns per subdomain is $\mathcal{O}(p)$. Hence the total cost per iteration is $\mathcal{O}\left(N p^{2}\right)$ plus the cost of the coarse solver.

It may seem that the preconditioners have the same cost per iteration. Note, however, that the actual number of subdomains and number of unknowns per subdomain are different among the preconditioners. The number of subdomains of the Schwarz(V1) and Schwarz(V2) preconditioners equals the number of vertices $|\mathcal{V}|$, which is related to $N$ as follows. The sum of the interior angles of the elements is $N \pi$. The sum of the angles in the interior of the domain is $2\left|\mathcal{V}_{I}\right| \pi$, where $\mathcal{V}_{I}$ is the set of vertices in the interior of the domain. So we have the relation:

$$
2\left|\mathcal{V}_{I}\right| \pi \leq N \pi \leq 2|\mathcal{V}| \pi .
$$

In most cases the number of interior vertices is close to the total number of vertices, i.e., $\left|\mathcal{V}_{I}\right| \approx|\mathcal{V}|$. Combining this with the above relation gives $|\mathcal{V}| \approx 0.5 \mathrm{~N}$. Next, the number of unknowns per subdomain $d_{i}$ is estimated as follows. In average each interior vertex has six edges linking to it, each with $p-1$ unknowns. Hence we have $d_{i} \approx 6 p$ for the

Table 2: Rough estimates of the cost of local solvers.

| Method | No. of subdomains $(K)$ | Unknowns per subdomain $\left(d_{i}\right)$ | $K d_{i}^{2}$ |
| :---: | :---: | :---: | :---: |
| Schwarz(V1) | $0.5 N$ | $6 p$ | $18 N p^{2}$ |
| Schwarz(V2) | $0.5 N$ | $3 p$ | $4.5 N p^{2}$ |
| Schwarz(E1) | $N$ | $15 p$ | $225 N p^{2}$ |
| Schwarz(E2) | $N$ | $3 p$ | $9 N p^{2}$ |
| BDDC | $N$ | $3 p$ | $9 N p^{2}$ |

Schwarz(V1) preconditioner. For the Schwarz(V2) preconditioner, each edge only has around $p / 2$ unknowns belonging to the subdomain. Hence we have $d_{i} \approx 3 p$. For the Schwarz(E1) preconditioner, the number of interior edges per subdomain can be counted as follows. Each subdomain has three vertices, each of which has in average six edges linking to it. This way the edges of the center element are each counted twice. Hence the number of interior edges per subdomain is approximately $6(3)-3=15$. Thus we have $d_{i} \approx 15 p$. Finally, for the Schwarz(E2) preconditioner, except for the edges of the center elements, the other interior edges each only has one unknown belonging to the subdomain. Hence we have $d_{i} \approx 3 p$. Table 2 summarizes the estimates of the cost of the local solvers in the different preconditioners.

When using preconditioned conjugate gradient (PCG), the number of iterations is proportion to the square root of the condition number. Hence to estimate the total cost of solving the linear system, we also need to estimate the condition number of the preconditioned system. Unfortunately, the existing theory is very limited. In the case of QSEM, we have the following results $[16,23]$ :

$$
\begin{array}{ll}
\text { Schwarz(E1): } & \kappa_{2}\left(M^{-1} A\right) \leq C \\
\text { Schwarz(E2): } & \kappa_{2}\left(M^{-1} A\right) \leq C\left(1+p^{2}\right) \\
\text { BDDC }: & \kappa_{2}\left(M^{-1} A\right) \leq C(1+\log p)^{2}
\end{array}
$$

with $C>0$ independent of the polynomial degree $p$ and the number of elements $N$. In the case of TSEM, the only known result is the following [26]:

$$
\text { Schwarz(V1): } \quad \kappa_{2}\left(M^{-1} A\right) \leq C
$$

Note that in the above, the results concerning overlapping Schwarz preconditioners are for the full matrix. To the author's best knowledge, there is no related theoretical work when the Schur complement is used.

## 5 Numerical results

Throughout the section, Eq. (2.1) in $\Omega=(-1,1)^{2}$ is solved with exact solution

$$
u(x, y)=\sin (\pi x) \sin (\pi y)
$$



Figure 2: Structured (left) and unstructured (right) triangulations of the computational domain.
Unless otherwise mentioned, $\alpha=0$ and Dirichlet boundary conditions are used. The domain is divided into 32 structured triangles, as shown in Fig. 2 and refinements are constructed by dividing each triangle into four smaller ones. Also shown in the figure is an unstructured triangulation that is used in some comparisons.

### 5.1 Collocation points

The collocation points used in the numerical experiments include the uniform points, the Fekete points [2,27], the Lobatto points [1] and the Lebesgue points [25]. The uniform points are constructed by placing the points uniformly in the reference triangle $\hat{T}$ :

$$
\begin{equation*}
\left(\frac{i}{p}, \frac{j}{p}\right), \quad i=0, \cdots, p ; \quad j=0, \cdots, p-i \tag{5.1}
\end{equation*}
$$

The Fekete points are constructed by maximizing the determinant of the Vandermonde matrix:

$$
V=\left[\begin{array}{ccc}
b_{1}\left(x_{1}, y_{1}\right) & \cdots & b_{1}\left(x_{m}, y_{m}\right) \\
\vdots & \ddots & \vdots \\
b_{m}\left(x_{1}, y_{1}\right) & \cdots & b_{m}\left(x_{m}, y_{m}\right)
\end{array}\right]
$$

where $m=(p+1)(p+2) / 2$ is the number of collocation points, $\left\{b_{i}\right\}$ is a basis of $\mathcal{P}_{p}(\hat{T})$ and the $\left(x_{i}, y_{i}\right)$ 's are the collocation points. Fekete points on an interval and on the square are just Gauss-Lobatto points [3]. Moreover, in all known cases (polynomial degree up to 18) the Fekete points lying on the edges of an triangle are one-dimensional Gauss-Lobatto points.

The Lobatto points are constructed from one-dimensional Gauss-Lobatto points. If $\{\xi\}$ is the set of uniform points on $[0,1]$, then the uniform points in (5.1) are actually the intersections of the lines $x=\xi_{i}, y=\xi_{j}$ and $x+y=\xi_{i+j}$. If $\left\{\tilde{\zeta}_{i}\right\}$ is the set of Gauss-Lobatto points, then the three lines do not intersect and thus form a triangle. The Lobatto points are the centroids of the triangles formed this way. They are given by the formula:

$$
\begin{equation*}
\left(\frac{2 \xi+\xi_{i+j}-\xi_{j}}{3}, \frac{2 \tilde{2}_{j}+\xi_{i+j}-\xi_{i}}{3}\right), \quad i=0, \cdots, p ; \quad j=0, \cdots, p-i . \tag{5.2}
\end{equation*}
$$

The Lebesgue points are obtained by minimizing the Lebesgue constant:

$$
\Lambda=\max _{(x, y) \in \hat{T}} \sum_{i=1}^{m}\left|\ell_{i}(x, y)\right|
$$

where the $\ell_{i}$ 's are the Lagrange polynomials based on the collocation points.
The different sets of collocation points in the case $p=6$ are shown in Fig. 3.



Figure 3: Different collocation points for $p=6$. Left: Uniform ( $\circ$ ) and Fekete ( $\times$ ) points. Right: Lobatto ( 0 ) and Lebesgue $(\times)$ points.

Table 3 shows the condition numbers of the full matrix and the Schur complement in the case $N=32$. Lagrange polynomials based on the collocation points are used as the basis functions. Note that the condition number for the full matrix is much larger than that of the Schur complement. This suggests that a solution method, direct or iterative, should be applied to the Schur complement instead of the full matrix, because of the reduced problem size and condition number. Note also that the Fekete and Lobatto points, which coincide on the interface, give the same condition numbers for the Schur complement. This is because, as shown in Section 3, the condition number of the Schur complement depends only on the collocation points on the interface.

Table 3: Condition number estimates for the full matrix and the Schur complement.

| Points | Full |  |  |  | Schur |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $p=4$ | $p=6$ | $p=8$ | $p=10$ | $p=12$ | $p=4$ | $p=6$ | $p=8$ | $p=10$ | $p=12$ |
| Uniform | 3.2 E 2 | 2.7 E 3 | 2.6 E 4 | 3.1 E 5 | 4.0 E 6 | 1.6 E 2 | 8.3 E 2 | 5.4 E 3 | 4.5 E 4 | 4.5 E 5 |
| Fekete | 2.3 E 2 | 8.8 E 2 | 3.0 E 3 | 5.5 E 3 | 1.1 E 4 | 8.2 E 1 | 1.4 E 2 | 2.0 E 2 | 2.6 E 2 | 3.2 E 2 |
| Lobatto | 2.3 E 2 | 9.8 E 2 | 3.8 E 3 | 1.6 E 4 | 8.0 E 4 | 8.2 E 1 | 1.4 E 2 | 2.0 E 2 | 2.6 E 2 | 3.2 E 2 |
| Lebesgue | 2.5 E 2 | 9.8 E 2 | 3.5 E 3 | 5.5 E 3 | 1.1 E 4 | 8.2 E 1 | 1.4 E 2 | 1.9 E 2 | 2.6 E 2 | 3.2 E 2 |

### 5.2 Comparison of preconditioners

Next we compare the performance of the different preconditioners for the Schur complement. For the Schwarz(V1) and Schwarz(V2) preconditioners we take $R_{D}^{(i)}=R^{(i)}$ in (4.1), while for the Schwarz(E1) and Schwarz(E2) preconditioners it is found that better results are obtained by taking the scaled version suggested in [19]:

$$
R_{D}^{(i)}=R^{(i)} C^{-\frac{1}{2}}, \quad C=\sum_{i=1}^{N}\left(R^{(i)}\right)^{T} R^{(i)} .
$$

Two BDDC preconditioners are considered. The first one, $\operatorname{BDDC}(\mathrm{V})$, has only the vertex variables as primal variables. The second one, $\operatorname{BDDC}(\mathrm{VE})$, has both the vertex variables and edge averages as primal variables [17]. Preconditioners with coarse problem of the same size are compared with each other. The level- 1 conditioners are those with a smaller coarse problem, which includes the Schwarz preconditioners with coarse problem $p=1$ and the $\operatorname{BDDC}(\mathrm{V})$ preconditioner. On the other hand, the level- 2 preconditioners includes Schwarz preconditioners with coarse problem $p=2$ and the $\operatorname{BDDC}(\mathrm{VE})$ preconditioner.

Eq. (2.1) with $\alpha=0$ is solved with Dirichlet boundary conditions and a structured triangulation. The Schur system (3.4) is solved by the PCG method with zero initial guess. Tables 4 and 5 show the iteration counts to reduce the relative residual to $10^{-7}$ for fixed polynomial degree $p=12$. The iteration counts for the Lobatto and Lebesgue points are not shown as they are very similar to those for the Fekete points. The following observations are made from the two tables: (1) The iteration count is independent of the number of triangles except for the $\operatorname{BDDC}(\mathrm{V})$ preconditioner; (2) Uniform points take more iterations than the other sets of points, especially for the Schwarz(E2) preconditioner; (3) All level-2 preconditioners take similar number of iterations when the uniform points are not used.

Tables 6 and 7 show the iteration counts for fixed number of triangles $N=2048$. From the tables, the Schwarz(V1) and Schwarz(E1) preconditioners are robust with respect to

Table 4: Iteration counts for different number of triangles $N$ and fixed polynomial degree $p=12$ : level-1 preconditioners.

| Method | Points | $N=32$ | $N=128$ | $N=512$ | $N=2048$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Schwarz(V1) | Uniform | 16 | 18 | 18 | 17 |
|  | Fekete | 14 | 15 | 15 | 15 |
| Schwarz(V2) | Uniform | 20 | 21 | 20 | 20 |
|  | Fekete | 15 | 17 | 16 | 16 |
| Schwarz(E1) | Uniform | 14 | 15 | 15 | 15 |
|  | Fekete | 13 | 14 | 14 | 14 |
| Schwarz(E2) | Uniform | 26 | 28 | 27 | 26 |
|  | Fekete | 16 | 16 | 16 | 15 |
| BDDC(V) | Uniform | 22 | 32 | 34 | 35 |
|  | Fekete | 18 | 28 | 30 | 31 |

Table 5: Iteration counts for different number of triangles $N$ and fixed polynomial degree $p=12$ : level 2 coarse problem.

| Method | Points | $N=32$ | $N=128$ | $N=512$ | $N=2048$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Schwarz(V1) | Uniform | 16 | 16 | 16 | 15 |
|  | Fekete | 14 | 14 | 13 | 13 |
| Schwarz(V2) | Uniform | 17 | 17 | 15 | 15 |
|  | Fekete | 13 | 13 | 13 | 12 |
| Schwarz(E1) | Uniform | 14 | 14 | 14 | 13 |
|  | Fekete | 12 | 13 | 12 | 12 |
| Schwarz(E2) | Uniform | 25 | 25 | 23 | 23 |
|  | Fekete | 13 | 13 | 12 | 12 |
| BDDC(VE) | Uniform | 14 | 16 | 16 | 16 |
|  | Fekete | 13 | 14 | 14 | 14 |

Table 6: Iteration counts for different polynomial degrees $p$ and fixed number of triangles $N=2048$ : level-1 preconditioners.

| Method | Points | $p=4$ | $p=6$ | $p=8$ | $p=10$ | $p=12$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Schwarz(V1) | Uniform | 15 | 15 | 16 | 16 | 17 |
|  | Fekete | 15 | 15 | 15 | 15 | 15 |
| Schwarz(V2) | Uniform | 15 | 16 | 18 | 19 | 20 |
|  | Fekete | 15 | 15 | 15 | 16 | 16 |
| Schwarz(E1) | Uniform | 13 | 13 | 13 | 14 | 15 |
|  | Fekete | 12 | 13 | 13 | 14 | 14 |
| Schwarz(E2) | Uniform | 15 | 17 | 19 | 23 | 26 |
|  | Fekete | 13 | 14 | 14 | 14 | 15 |
| BDDC(V) | Uniform | 20 | 24 | 28 | 32 | 35 |
|  | Fekete | 20 | 23 | 26 | 29 | 31 |

Table 7: Iteration counts for different polynomial degrees $p$ and fixed number of triangles $N=2048$ : level-2 preconditioners.

| Method | Points | $p=4$ | $p=6$ | $p=8$ | $p=10$ | $p=12$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Schwarz(V1) | Uniform | 12 | 13 | 14 | 15 | 15 |
|  | Fekete | 12 | 13 | 13 | 12 | 13 |
| Schwarz(V2) | Uniform | 12 | 12 | 14 | 15 | 15 |
|  | Fekete | 12 | 13 | 13 | 13 | 12 |
| Schwarz(E1) | Uniform | 10 | 11 | 12 | 13 | 13 |
|  | Fekete | 10 | 11 | 11 | 12 | 12 |
| Schwarz(E2) | Uniform | 12 | 14 | 16 | 20 | 23 |
|  | Fekete | 9 | 11 | 12 | 12 | 12 |
| BDDC(VE) | Uniform | 8 | 11 | 13 | 15 | 16 |
|  | Fekete | 8 | 10 | 12 | 13 | 14 |

Table 8: Iteration counts under different conditions with fixed polynomial degree $p=12$ and number of triangles $N=2048$ : level-1 preconditioners.

| Method | Points | Condition |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Original | $\alpha=1$ | Neumann | Random | Unstructured |
| Schwarz(V1) | Uniform | 17 | 17 | 19 | 18 | 18 |
|  | Fekete | 15 | 15 | 18 | 16 | 15 |
| Schwarz(V2) | Uniform | 20 | 20 | 22 | 22 | 22 |
|  | Fekete | 16 | 16 | 19 | 17 | 17 |
| Schwarz(E1) | Uniform | 15 | 15 | 18 | 16 | 16 |
|  | Fekete | 14 | 14 | 19 | 14 | 14 |
| Schwarz(E2) | Uniform | 26 | 26 | 27 | 28 | 29 |
|  | Fekete | 15 | 15 | 19 | 17 | 16 |
| BDDC(V) | Uniform | 35 | 35 | 34 | 37 | 40 |
|  | Fekete | 31 | 30 | 32 | 32 | 34 |

Table 9: Iteration counts under different conditions with fixed polynomial degree $p=12$ and number of triangles $N=2048$ : level-2 preconditioners.

| Method | Points | Condition |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Original | $\alpha=1$ | Neumann | Random | Unstructured |
| Schwarz(V1) | Uniform | 15 | 15 | 19 | 18 | 18 |
|  | Fekete | 13 | 13 | 18 | 15 | 15 |
| Schwarz(V2) | Uniform | 15 | 15 | 17 | 17 | 17 |
|  | Fekete | 12 | 12 | 16 | 14 | 14 |
| Schwarz(E1) | Uniform | 13 | 13 | 17 | 15 | 15 |
|  | Fekete | 12 | 12 | 16 | 13 | 13 |
| Schwarz(E2) | Uniform | 23 | 23 | 24 | 25 | 25 |
|  | Fekete | 12 | 12 | 16 | 13 | 14 |
| BDDC(VE) | Uniform | 16 | 16 | 15 | 17 | 19 |
|  | Fekete | 14 | 14 | 14 | 14 | 16 |

number of triangles and polynomial degree. The Schwarz(V2) preconditioner is robust when the uniform points are not used, but the iteration number depends weakly on the polynomial degree when the uniform points are used. The Schwarz(E2) preconditioner behaves similarly, except that the iteration number grows faster when uniform points are used. For the $\operatorname{BDDC}(\mathrm{V})$ and $\operatorname{BDDC}(\mathrm{VE})$ preconditioners, the iteration number increases no matter which set of points are used.

Tables 8 and 9 show the iteration counts under different conditions, including: (a) original setting as in the previous comparisons, (b) with $\alpha=1$ in (2.1), (c) using Neumann boundary conditions instead of Dirichlet ones, (d) solving with a random right-hand side and (e) using the unstructured triangulation. Only the results with number of triangles $N=2048$ and polynomial degree $p=12$ are shown. From the tables, all methods are robust to the conditions considered.

## 6 Conclusions

We have extended the additive Schwarz preconditioner with minimal overlap to TSEM. The proposed preconditioners are applied to the Schur complement instead of the full matrix, because the former has a smaller size and smaller condition number (Table 3). It is proved that under certain conditions different bases would lead to the same Schur complement (Theorem 3.1). In particular, when Lagrange polynomials based on collocation points are used as basis function, the Schur complement is independent of the location of points in the interior of elements.

Different preconditioners for the Schur complement are compared. Collocation points used include uniform points, Fekete points, Lobatto points and Lebesgue points. The uniform points are inferior to the other sets of points for two reasons. Firstly, the condition number of the resultant linear system grows much faster (Table 3). Secondly, for most of the preconditioners considered, more iterations are needed when the uniform points are used (Tables 4-7). The Schwarz(V1) and Schwarz(E1) preconditioners are robust with respect to number of triangles and polynomial degree. It is not surprising that the Schwarz(E1) preconditioner gives fewer iteration counts than the Schwarz(V1) preconditioner, as in the Schwarz(E1) preconditioner adjacent subdomains have a bigger overlap than in the Schwarz(V1) preconditioner. The Schwarz(V2) and Schwarz(E2) preconditioners are robust when the uniform points are not used, but the iteration count increases with the polynomial degree when the uniform points are used. For the BDDC(V) and $\operatorname{BDDC}(\mathrm{VE})$ preconditioners, the iteration count increases with the polynomial degree, no matter which set of points are used. The $\operatorname{BDDC}(\mathrm{V})$ preconditioner is the only one that the iteration count increases with number of triangles.

The Schwarz preconditioners with minimal overlap are promising in solving large linear systems resulting from TSEM. They require less work per iteration than the corresponding preconditioners with generous overlap, yet the iteration count is similar when the uniform points are not used. Unfortunately, it may not be easy to prove analytically the growth of the condition number for these preconditioners, as the growth seems to depend on the collocation points used.
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