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#### Abstract

A new weak boundary procedure for hyperbolic problems is presented. We consider high order finite difference operators of summation-by-parts form with weak boundary conditions and generalize that technique. The new boundary procedure is applied near boundaries in an extended domain where data is known. We show how to raise the order of accuracy of the scheme, how to modify the spectrum of the resulting operator and how to construct non-reflecting properties at the boundaries. The new boundary procedure is cheap, easy to implement and suitable for all numerical methods, not only finite difference methods, that employ weak boundary conditions. Numerical results that corroborate the analysis are presented.
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## 1 Introduction

High order finite difference methods provide an efficient approach for problems in computational science. The efficiency can be used either to increase the accuracy for a fixed

[^0]number of mesh points or to reduce the computational cost for a given accuracy by reducing the number of mesh points $[27,48]$. The main drawback with high order finite difference methods is the complicated boundary treatment required to obtain a stable method.

Finite difference operators which satisfy the summation-by-parts (SBP) property [28, 29,42 ], are central difference operators in the interior domain augmented with special stencils near the domain boundaries. These SBP operators in combination with weak well-posed boundary conditions lead to energy stability $[6,8,16,19,31,40,41]$. One such boundary treatment is the simultaneous approximation term (SAT) method [7], which linearly combines the partial differential equation to be solved with well-posed boundary conditions [5,8,34,39].

In this paper we will extend this technique by applying the boundary conditions in an extended domain. As an introduction, consider the continuous one-dimensional right going $(a>0)$ advection problem

$$
\begin{equation*}
u_{t}+a u_{x}=0, \quad 0 \leq x \leq 1, \quad t>0, \tag{1.1}
\end{equation*}
$$

with a boundary condition $u(0, t)=g_{0}(t)$ at $x=0$ for well-posedness. The energy method applied to (1.1) yields the following continuous energy rate

$$
\begin{equation*}
\frac{d}{d t}\|u\|^{2}=a u(0, t)^{2}-a u(1, t)^{2} \tag{1.2}
\end{equation*}
$$

where $\|u\|^{2}=\int_{0}^{1} u^{2} d x$. By letting $u(0, t)=g_{0}(t)$, well-posedness follows.
Let the approximative solution at grid point $x_{i}$ be denoted $u_{i}$, and the discrete solution vector $\mathbf{u}^{T}=\left[u_{0}, u_{1}, \cdots, u_{N}\right]$. A finite difference approximation of (1.1) using an SBP operator with SAT treatment for the boundary condition can be written as

$$
\begin{equation*}
\mathbf{u}_{t}+a P^{-1} Q \mathbf{u}=P^{-1} \alpha_{00}\left(u_{0}-g_{0}\right) e_{0} \tag{1.3}
\end{equation*}
$$

where the difference operator $P^{-1} Q$ approximates $d / d x, P$ is symmetric and positive definite, $Q+Q^{T}=B=\operatorname{diag}(-1,0, \cdots, 0,1), \alpha_{00}$ is called the penalty coefficient and $e_{0}=$ $[1,0, \cdots, 0]^{T}$ is the unit vector that positions the penalty term at $i=0$. The discrete energy method on (1.3) gives

$$
\begin{equation*}
\frac{d}{d t}\|\mathbf{u}\|_{P}^{2}=\left(a+2 \alpha_{00}\right) u_{0}^{2}-2 \alpha_{00} u_{0} g_{0}-a u_{N}^{2} \tag{1.4}
\end{equation*}
$$

where $\|\mathbf{u}\|_{P}^{2}=\mathbf{u}^{T} P \mathbf{u}$. Clearly, for $\alpha_{00} \leq-(a / 2)$, we have a bounded energy. Without imposing boundary conditions ( $\alpha_{00}=0$ ), the rate (1.4) mimics (1.2) perfectly. (A boundary condition at $x=0$ is necessary for stability, and it will be imposed below.) For more details using this technique, see $[2,7,8,31,42]$.

The SAT technique (weak imposition of boundary condition or penalty technique) is normally applied only at one grid point (as in the example above) $[2,3,22,23,31,36,37$,

44, 46]. However, in some cases, it is possible to impose the weak boundary conditions at multiple grid points. This has many advantages, and gives the designer of the scheme flexibility and many options.

The flexibility mentioned above comes at a price. For accuracy reasons, the solution must be known at those grid points. Examples where one knows the boundary data in an extended domain include external fluid dynamics and various forms of wave propagation problems close to far-field boundaries. In some cases, the boundary data in the extended domain can be manufactured using Taylor's series expansions, repeated differentiation of the governing equations and given data at the boundary, see [20] for a description of that technique. The boundary data close to the boundaries can sometimes also be obtained due to simplifying circumstances such as special types of geometry or dependence of coordinate directions, see $[17,18,47]$ for examples.

The boundary procedure that we present in this paper has many similarities to methods referred to as fringe region, sponge layers and buffer layers [ $4,9,21,38$ ] but is more general. It has also a clear connection to the Davies relaxation scheme often used in local weather prediction models, see $[10,24]$. The data at the interface between the local and global domain can in this case be considered known from a global weather prediction model. Note that one only need to know the data in a small domain close to the boundary or interface.

To illustrate the procedure, we add on additional penalty terms in (1.3) at two new grid points close to the boundary $x=0$ as

$$
\begin{align*}
\mathbf{u}_{t}+a P^{-1} Q \mathbf{u}=P^{-1} & \left\{\alpha_{00}\left(u_{0}-g_{0}\right) e_{0}+\alpha_{01}\left(u_{1}-g_{1}\right) e_{0}+\alpha_{02}\left(u_{2}-g_{2}\right) e_{2}\right. \\
& +\alpha_{10}\left(u_{0}-g_{0}\right) e_{1}+\alpha_{11}\left(u_{1}-g_{1}\right) e_{1}+\alpha_{12}\left(u_{2}-g_{2}\right) e_{1} \\
& \left.+\alpha_{20}\left(u_{0}-g_{0}\right) e_{0}+\alpha_{21}\left(u_{1}-g_{1}\right) e_{2}+\alpha_{22}\left(u_{2}-g_{2}\right) e_{2}\right\}, \tag{1.5}
\end{align*}
$$

where $e_{1}=[0,1, \cdots, 0]^{T}$ and $e_{2}=[0,0,1, \cdots, 0]^{T} . \alpha_{i j}, i, j=0,1,2$ are the penalty coefficients and $g_{i}, i=0,1,2$ are the boundary data. Eq. (1.5) is as accurate as the original scheme (1.3) as long as $g_{1}(\Delta x, t)$ and $g_{2}(2 \Delta x, t)$ are known. Let $g_{i}=0$ and use the energy method. The result corresponding to (1.4) with $g_{0}=0$ becomes

$$
\frac{d}{d t}\|\mathbf{u}\|_{P}^{2}=\left(\begin{array}{l}
u_{0}  \tag{1.6}\\
u_{1} \\
u_{2}
\end{array}\right)^{T} \underbrace{\left(\begin{array}{ccc}
a+2 \alpha_{00} & \alpha_{01}+\alpha_{10} & \alpha_{02}+\alpha_{20} \\
\alpha_{01}+\alpha_{10} & 2 \alpha_{11} & \alpha_{12}+\alpha_{21} \\
\alpha_{02}+\alpha_{20} & \alpha_{12}+\alpha_{21} & 2 \alpha_{22}
\end{array}\right)}_{R}\left(\begin{array}{l}
u_{0} \\
u_{1} \\
u_{2}
\end{array}\right)-a u_{N}^{2} .
$$

For stability of (1.6), we need to choose $\alpha_{i j}$, such that the matrix $R$ is negative semidefinite. (The most obvious choice would be $R_{i i} \leq 0$ and $R_{i j}=0$ for $i \neq j$.)

Once the stability requirements are fulfilled, a number of free parameters $\alpha_{i j}$ still exist. These can be used to
(i) increase the accuracy of the scheme;
(ii) modify the spectrum of the spatial operator;
(iii) change the wave speed of the error.

By using (i)-(iii) one can raise the order of accuracy of the scheme, increase the convergence rate to steady state and damp non-physical reflections at boundaries.

The rest of the paper proceeds as follows. In Section 2 we present a systematic procedure on how to generalize the multiple penalty technique to systems. Numerical experiments which illustrate the use of (i)-(iii) are presented in Section 3 for scalar problems and in Section 4 we consider two applications. The paper is concluded in Section 5.

## 2 Multiple penalties for a hyperbolic system of equations

The computational domain and the extended penalty regions in $\left[0, \epsilon_{0}\right]$ and $\left[\epsilon_{1}, 1\right]$ are shown in Fig. 1. For a certain mesh, there are $p$ number of grid points in $\left[0, \epsilon_{0}\right]$ and $q$ number of grid points in $\left[\epsilon_{1}, 1\right]$. To demonstrate our new procedure we consider the symmetric hyperbolic problem

$$
\begin{align*}
u_{t}+A u_{x} & =0, \quad x \in[0,1], \quad t>0  \tag{2.1a}\\
A^{+} u(0, t) & =g_{L}(t)  \tag{2.1b}\\
A^{-} u(1, t) & =g_{R}(t) \tag{2.1c}
\end{align*}
$$

together with an initial condition which leads to a well-posed problem [19, 34, 35, 44, 45]. The $m \times m$ matrix $A$ can be split according to the sign of its eigenvalues as $A=A^{+}+A^{-}$, where $A^{+}=X \Lambda^{+} X^{T}$ and $A^{-}=X \Lambda^{-} X^{T}$. Here $\Lambda^{+}$and $\Lambda^{-}$contain the positive and negative (including zeros) eigenvalues respectively, and $X$ is the corresponding eigenvector matrix of $A$. The approximative solution at grid point $x_{i}$ is $\mathbf{u}_{i}=\left[\left(u_{0}\right)_{i},\left(u_{1}\right)_{i}, \cdots,\left(u_{m}\right)_{i}\right]$, for $i=0,1, \cdots, N$, and $\mathbf{u}=\left[\mathbf{u}_{0}, \mathbf{u}_{1}, \cdots, \mathbf{u}_{N}\right]^{T}$. We consider $\mathbf{u}_{\mathbf{e}}$ to be the known exact solution close to the boundaries and have a similar notation for the error $\mathbf{e}=\mathbf{u}_{\mathrm{e}}-\mathbf{u}$.


Figure 1: Illustration of multiple penalty domains $\left[0, \epsilon_{0}\right]$ and $\left[\epsilon_{1}, 1\right]$.
The Kronecker product $A \otimes B$ for matrices $A \in R^{m \times n}$ and $B \in R^{p \times q}$ is defined by

$$
A \otimes B=\left[\begin{array}{ccc}
a_{1,1} B & \cdots & a_{1, m} B  \tag{2.2}\\
\vdots & \ddots & \vdots \\
a_{n, 1} B & \cdots & a_{m, n} B
\end{array}\right] .
$$

The Kronecker product is bilinear, associative and obeys

$$
\begin{equation*}
(A \otimes B)(C \otimes D)=(A C \otimes B D), \quad(A \otimes B)^{-1, T}=A^{-1, T} \otimes B^{-1, T} \tag{2.3}
\end{equation*}
$$

if the usual matrix products and matrix inverse are defined. The semi-discrete form of (2.1) using SBP operators and a weak (SAT) treatment of boundary conditions can now be written

$$
\begin{equation*}
\mathbf{u}_{t}+\left(P^{-1} Q \otimes A\right) \mathbf{u}=\left(P^{-1} \otimes I\right) R\left(\mathbf{u}-\mathbf{u}_{\mathbf{e}}\right) \tag{2.4}
\end{equation*}
$$

where $R$ is a general penalty matrix. By inserting the continuous solution $\mathbf{u}_{\mathbf{e}}$ (injected in the gridpoints) into (2.4) and subtracting (2.4) from the result we obtain the error equation

$$
\begin{equation*}
\mathbf{e}_{t}+\left(P^{-1} Q \otimes A\right) \mathbf{e}=\left(P^{-1} \otimes I\right) R \mathbf{e}+T e, \tag{2.5}
\end{equation*}
$$

where $T e$ is the truncation error. We split $R$ into $R=R_{0}+R_{m u l}$ where $R_{0}$ is the standard penalty term and $R_{m u l}$ an additional penalty term operating in the extended regions.

By multiplying (2.5) with $\mathbf{e}^{T}\left(P \otimes I_{m}\right)$ and adding its transpose, (we let $T e=0$ since this does not influence stability), we obtain

$$
\begin{equation*}
\left.\frac{d}{d t}\|\mathbf{e}\|_{P}^{2}+\mathbf{e}^{T}\left[\left(Q+Q^{T}\right) \otimes A\right)\right] \mathbf{e}=\mathbf{e}^{T}\left[R_{0}+R_{0}^{T}+R_{m u l}+R_{m u l}^{T}\right] \mathbf{e} \tag{2.6}
\end{equation*}
$$

To first determine the standard penalty term $R_{0}$ we let $R_{m u l}=0$, and choose

$$
R_{0}=\Sigma_{0} \otimes A^{+}+\Sigma_{N} \otimes A^{-}, \quad \Sigma_{0}=\left[\begin{array}{lll}
\alpha_{00} & &  \tag{2.7}\\
& 0 & \\
& & \alpha_{N N}
\end{array}\right], \quad \Sigma_{N}=\left[\begin{array}{lll}
\beta_{00} & & \\
& 0 & \\
& & \beta_{N N}
\end{array}\right]
$$

Since $P^{-1} Q$ is an SBP operator, it is straightforward to conclude that the energy rate (2.6) is bounded if

$$
\begin{equation*}
\alpha_{00} \leq-\frac{1}{2} \quad \text { and } \quad \beta_{N N} \geq \frac{1}{2}, \quad \text { while } \quad \alpha_{N N}=\beta_{00}=0 \tag{2.8}
\end{equation*}
$$

The demands on $R_{m u l}$ will vary depending on the specific task we want it to accomplish.

### 2.1 Increasing the accuracy of the scheme

If the difference operator $P^{-1} Q$ is a uniformly high order difference operator with the same order of accuracy everywhere in the domain including the boundary region, then it is not a classical SBP operator. In this case we get additional terms in the symmetric part of $Q$,

$$
\begin{equation*}
Q+Q^{T}=B+\tilde{B}_{s}, \tag{2.9}
\end{equation*}
$$

where $\tilde{B}_{s}$ is a symmetric matrix with non-zero blocks of fixed sizes at the upper-left and lower-right corners. The size of the blocks depends on the order of the difference operator under consideration.

Remark 2.1. There are many variants of $Q$, and they all depend on which choice of $P$ that we make. For stability reasons, see [32,35,43], we restrict ourselves to the standard diagonal SBP norm, which means that the accuracy at the boundary is half of that in the interior.

To increase the accuracy in a stable way, we add on a penalty matrix $R_{m u l}^{a c c}$ of the form

$$
R_{m u l}^{a c c}=\Sigma^{a c c} \otimes A, \quad \Sigma^{a c c}=\left[\begin{array}{ccc}
\Sigma_{L}^{a} & 0 & 0  \tag{2.10}\\
0 & 0 & 0 \\
0 & 0 & \Sigma_{R}^{a}
\end{array}\right],
$$

where the energy rate (2.6) is bounded if $\mathbf{e}^{T}\left[R_{m u l}^{a c c}+R_{m u l}^{a c c T}-\tilde{B}_{s}\right] \mathbf{e}=\mathbf{e}^{T}\left(\tilde{\Sigma}^{a c c} \otimes A\right) \mathbf{e} \leq 0$. By choosing $\tilde{\Sigma}^{a c c}=0$ we get $\frac{d}{d t}\|\mathbf{e}\|_{P}^{2} \leq 0$ and energy stability.

Remark 2.2. For uniformly 2nd, 4th and 6th order operators based on the standard diagonal SBP norm, weak boundary conditions must be imposed at one, four and six grid points respectively. The choice $P=\Delta x I$ ( $I$ is the identity matrix) for our uniformly high order operator, lowers the boundary data requirements. For 2nd, 4 th and 6 th order operators, extra penalty terms will be required at one, two, and three grid points respectively. In Appendices A and B we present uniformly 2nd, 4th and 6th order accurate difference operators based on SBP and identity norms respectively.

### 2.2 Modifying the spectrum of the spatial operator

A modified spectrum can increase the rate of convergence to steady-state. We start by applying multiple penalties on the incoming waves of the form

$$
R_{m u l}^{i n}=\Sigma_{L}^{i n} \otimes A^{+}+\Sigma_{R}^{i n} \otimes A^{-}, \quad \Sigma_{L}^{i n}=\left[\begin{array}{ccc}
\Sigma_{L}^{i} & \mathbf{0} & \mathbf{0}  \tag{2.11}\\
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right], \quad \Sigma_{R}^{i n}=\left[\begin{array}{ccc}
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \Sigma_{R}^{i}
\end{array}\right] .
$$

The penalty matrix $\Sigma_{L}^{i}$ covers the domain $\left[0, \epsilon_{0}\right]$ and $\Sigma_{R}^{i}$ covers the domain $\left[\epsilon_{1}, 1\right]$. They are of dimension $p$ and $q$ respectively. The energy rate (2.6) is bounded if

$$
\mathbf{e}^{T}\left[R_{m u l}^{i n}+R_{m u l}^{i n T}\right] \mathbf{e}=\mathbf{e}_{p}{ }^{T}\left(\Sigma_{L}^{i}+\Sigma_{L}^{i T} \otimes A^{+}\right) \mathbf{e}_{p}+\mathbf{e}_{q}{ }^{T}\left(\Sigma_{R}^{i}+\Sigma_{R}^{i T} \otimes A^{-}\right) \mathbf{e}_{q} \leq 0 .
$$

Here $\mathbf{e}_{p}$ is the error vector in $\left[0, \epsilon_{0}\right]$, and $\mathbf{e}_{q}$ is the error vector in $\left[\epsilon_{1}, 1\right]$.
One can also modify waves passing out of the domain by choosing

$$
R_{m u l}^{\text {out }}=\Sigma_{L}^{\text {out }} \otimes A^{-}+\Sigma_{R}^{\text {out }} \otimes A^{+}, \quad \Sigma_{L}^{\text {out }}=\left[\begin{array}{ccc}
\Sigma_{L}^{o} & \mathbf{0} & \mathbf{0}  \tag{2.12}\\
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right], \quad \Sigma_{R}^{\text {out }}=\left[\begin{array}{ccc}
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \Sigma_{R}^{o}
\end{array}\right] .
$$

In (2.12), $\Sigma_{L, R}^{o u t}$ adds damping on the outgoing waves at the left and right boundaries respectively. The energy rate (2.6) is bounded if

$$
\mathbf{e}^{T}\left[R_{m u l}^{o u t}+R_{m u l}^{o u t T}\right] \mathbf{e}=\mathbf{e}_{p}{ }^{T}\left(\Sigma_{L}^{o}+\Sigma_{L}^{o T} \otimes A^{-}\right) \mathbf{e}_{p}+\mathbf{e}_{q}{ }^{T}\left(\Sigma_{R}^{o}+\Sigma_{R}^{o T} \otimes A^{+}\right) \mathbf{e}_{q} \leq 0 .
$$

The choices of penalties made above move the spectrum to the left in the complex plane as will be shown below.

### 2.3 Changing the wave speed

For the construction of boundary closures which change the error propagation, we use

$$
\begin{equation*}
R_{m u l}^{\text {wave }}=\Sigma_{+}^{\text {wave }} \otimes A^{+}+\Sigma_{-}^{\text {wave }} \otimes A^{-} . \tag{2.13}
\end{equation*}
$$

We partition $Q$ and $\Sigma_{+,-}^{\text {wave }}$ as

$$
Q=\left[\begin{array}{ccc}
Q_{L} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & Q_{M} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & Q_{R}
\end{array}\right], \Sigma_{+}^{\text {wave }}=\left[\begin{array}{ccc}
\alpha_{L}^{+} Q_{L} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \alpha_{R}^{+} Q_{R}
\end{array}\right], \Sigma_{-}^{\text {wave }}=\left[\begin{array}{ccc}
\alpha_{L}^{-} Q_{L} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \alpha_{R}^{-} Q_{R}
\end{array}\right] .
$$

Here $Q_{L}$ and $Q_{R}$ are square matrices of size $p$ and $q$ respectively and $\alpha_{L}, \alpha_{R}$ are scalars. The relation (2.5) is modified to

$$
\begin{equation*}
\mathbf{e}_{t}+\left(P^{-1} \tilde{Q}_{+} \otimes A^{+}\right) \mathbf{e}+\left(P^{-1} \tilde{Q}_{-} \otimes A^{-}\right) \mathbf{e}=\left(P^{-1} \otimes I\right) R_{0} \mathbf{e}, \tag{2.14}
\end{equation*}
$$

where $\tilde{Q}_{+,-}=Q-\Sigma_{+,-}^{\text {wave }}$ is given by

$$
\tilde{Q}_{+,-}=\left[\begin{array}{ccc}
\left(1-\alpha_{L}^{+,-}\right) Q_{L} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & Q_{M} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \left(1-\alpha_{R}^{+,-}\right) Q_{R}
\end{array}\right] .
$$

By choosing $\alpha_{L}^{+,-}$and $\alpha_{R}^{+,-}$properly, we can control the wave speed of the errors in the extended regions.

The energy rate (2.6) in view of (2.14) becomes

$$
\frac{d}{d t}\|\mathbf{e}\|_{P}^{2}=\tilde{\alpha}_{00} \mathbf{e}_{0}^{T} A^{+} \mathbf{e}_{0}+\tilde{\alpha}_{N N} \mathbf{e}_{N}^{T} A^{+} \mathbf{e}_{N}+\tilde{\beta}_{00} \mathbf{e}_{0}^{T} A^{-} \mathbf{e}_{0}+\tilde{\beta}_{N N} \mathbf{e}_{N}^{T} A^{-} \mathbf{e}_{N},
$$

where $\mathbf{e}_{0}$ and $\mathbf{e}_{N}$ are the elements of the error vector $\mathbf{e}$ (not the unit vectors at grid points $0, N)$. For stability we require

$$
\begin{align*}
& \tilde{\alpha}_{00}=\left(1-\alpha_{L}^{+}\right)+2 \alpha_{00} \leq 0, \quad \tilde{\alpha}_{N N}=-\left(1-\alpha_{R}^{+}\right)+2 \alpha_{N N} \leq 0,  \tag{2.15a}\\
& \tilde{\beta}_{00}=\left(1-\alpha_{L}^{-}\right)+2 \beta_{00} \geq 0, \quad \tilde{\beta}_{N N}=-\left(1-\alpha_{R}^{-}\right)+2 \beta_{N N} \geq 0 . \tag{2.15b}
\end{align*}
$$

### 2.4 Other possible combinations of penalty terms

We noted above that $R_{0}$ in (2.7) is sufficient to make the SBP scheme stable. All other additions of $R_{m u l}\left(R_{m u l}^{a c c}, R_{m u l}^{i n}, R_{m u l}^{o u t}, R_{m u l}^{\text {wave }}\right)$ are specifically constructed for the tasks we want them to perform. It is of course possible to combine these additional matrices. For effects on the convergence rate to steady-state, we can use (2.11) and (2.12) as

$$
\begin{equation*}
R_{m u l}=R_{m u l}^{i n}+R_{m u l}^{o u t} . \tag{2.16}
\end{equation*}
$$

Another useful combination of (2.11), (2.12) and (2.13) is given by

$$
\begin{equation*}
R_{m u l}=R_{m u l}^{\text {vave }}+R_{m u l}^{i n}+R_{m u l}^{\text {out }} . \tag{2.17}
\end{equation*}
$$

By using (2.17) we can control the wave speed of errors in the penalty regions and damp the reflections at the same time. If $P^{-1} Q$ is a uniformly high order operator instead of an SBP operator, we can use (2.10) for stability, while adding any one of the combinations (2.16) and (2.17).

## 3 Numerical experiments

Here we illustrate and evaluate the validity and usefulness of the preceding theory.

### 3.1 Higher order accuracy

We consider the problems (1.1) and (2.1) and the corresponding semi-discrete formulation (2.4), (2.9) and penalty matrix (2.10). We take $P^{-1} Q$ as a uniformly fourth and sixth order accurate difference operator based on the diagonal SBP norm as defined in Appendix A. The results compared with the standard SBP schemes in the scalar case are shown in Tables 1 and 2 while the result for the system case with $A=X \Lambda X^{T}$ and

$$
A=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \quad \Lambda=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right], \quad X=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right]
$$

is shown in Table 3. The results clearly corroborate the theory.
Remark 3.1. Uniformly fourth and sixth order difference operators based on the identity norm given in Appendix B were also shown to have the same accuracy.

Remark 3.2. In some cases, the boundary data in the extended regions can be manufactured using Taylor's series expansions, repeated differentiation of the governing equations and given data at the boundary, see [20] and Appendix C where this technique is exemplified.

Table 1: $L_{2}$-error and convergence rates $(q)$, for 3rd order SBP and uniformly 4th order schemes in the scalar case.

| Points | 3rd order SBP scheme |  | uniformly 4th order scheme |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $l_{2}$-error | $q$ | $l_{2}$-error | $q$ |
| 21 | $7.19 e-03$ | - | $7.44 e-04$ | - |
| 41 | $9.16 e-04$ | 2.97 | $5.00 e-05$ | 3.89 |
| 81 | $1.17 e-04$ | 2.97 | $3.23 e-06$ | 3.95 |
| 161 | $1.48 e-05$ | 2.98 | $2.05 e-07$ | 3.98 |
| 321 | $1.87 e-06$ | 2.99 | $1.29 e-08$ | 3.99 |

Table 2: $L_{2}$-error and convergence rates $(q)$, for 4 th order SBP and uniformly 6 th order schemes in the scalar case

| Points | 4th order SBP scheme |  | uniformly 6th order scheme |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $l_{2}$-error | $q$ | $l_{2}$-error | $q$ |
| 21 | $8.11 e-03$ | - | $7.18 e-06$ | - |
| 41 | $7.61 e-04$ | 3.41 | $1.96 e-07$ | 5.19 |
| 81 | $5.29 e-05$ | 3.84 | $3.76 e-09$ | 5.70 |
| 161 | $3.41 e-06$ | 3.95 | $6.41 e-11$ | 5.87 |
| 321 | $2.16 e-07$ | 3.98 | $1.04 e-12$ | 5.94 |

Table 3: $L_{2}$-error and convergence rates ( $q$ ), for uniformly 4th and 6 th order schemes in the system case.

| Points | uniformly 4th order scheme |  | uniformly 6th order scheme |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $l_{2}$-error | $q$ | $l_{2}$-error | $q$ |
| 21 | $4.10 e-04$ | - | $6.60 e-06$ | - |
| 41 | $2.64 e-05$ | 3.95 | $1.18 e-07$ | 5.80 |
| 81 | $1.66 e-06$ | 3.99 | $2.02 e-09$ | 5.87 |
| 161 | $1.03 e-07$ | 4.00 | $3.29 e-13$ | 5.93 |
| 321 | $6.48 e-09$ | 4.00 | $5.26 e-13$ | 5.96 |

### 3.2 Steady-state computations

Consider the advection problem (1.1) with initial data $u(x, 0)=1+e^{-100(x-0.5)^{2}}$ and boundary data $g_{0}=1$. Eqs. (2.5), (2.7) and (2.11) lead to (let $T e=0$ )

$$
\begin{equation*}
\mathbf{e}_{t}+a P^{-1} Q \mathbf{e}=a P^{-1}\left(\Sigma_{0}+\Sigma_{L}^{i n}\right) \mathbf{e} . \tag{3.1}
\end{equation*}
$$

We choose the penalty matrices $\Sigma_{0}$ and $\Sigma_{L}^{i n}$ in (3.1) in such a way that eigenvalues shift away from the imaginary axis, see Fig. 2. The largest effect is obtained for coarse meshes.

In the calculations below we plot the $l_{2}$-norm of $\mathbf{e}=\mathbf{u}-\mathbf{u}_{\mathbf{e}}$ as a function of time. In Fig. 3 for $N=11$ we see the effect of adding penalties on more grid points. It results in an increased convergence rate to steady-state. The convergence rate decreases for a fixed


Figure 2: The effect of adding penalty terms on more grid points to the spectrum. We show min $\mid$ real $(\lambda) \mid$ for various $N$.


Figure 3: The effect of adding penalty terms on more grid points and corresponding convergence rates to steady-states for $N=11$.
number of multiple penalties as can be seen by comparing Fig. 4 for $N=21$ with Fig. 3 for $N=11$. It can also be seen that the convergence rate remains approximately constant if one adds on penalty terms as the mesh is refined, see Fig. 5.

Next we consider (2.5), (2.7) and (2.16), so that (3.1) is modified to

$$
\begin{equation*}
\mathbf{e}_{t}+a P^{-1} Q \mathbf{e}=a P^{-1}\left(\Sigma_{0}+\Sigma_{L}^{i n}+\Sigma_{R}^{o u t}\right) \mathbf{e} . \tag{3.2}
\end{equation*}
$$

The last additional term in (3.2) damps the outgoing waves close to the outflow boundary. There are many ways to choose the elements of the matrix $\Sigma_{R}^{\text {out }}$ in (3.2). For simplicity we consider a constant diagonal matrix of the form $\Sigma_{R}^{\text {out }}=c_{0} \operatorname{diag}(1, \cdots, 1)$ in $\left[\epsilon_{1}, 1\right]$, where $c_{0}$ is a tuning parameter. The convergence rates for $N=11$ are compared with the corresponding results using the standard penalty and one additional penalty as shown in Fig. 6. As can be seen, the convergence rate to steady-state is improved considerably.


Figure 4: The effect of adding penalty terms on more grid points and corresponding convergence rates to steady-states for $N=21$.


Figure 5: The effect of adding multiple penalty on mesh refinement.


Figure 6: Convergence rate to steady-state using multiple penalty and additional damping on the outgoing waves given by (3.2) for $N=11$.

### 3.3 Changing wave speeds

We consider the formulation (2.14) applied to the scalar problem (1.1)

$$
\begin{equation*}
\mathbf{e}_{t}+a P^{-1} \tilde{Q} \mathbf{e}=a P^{-1} \Sigma_{0} \mathbf{e}, \tag{3.3}
\end{equation*}
$$

where we have ignored the subscript ' + ' on $\tilde{Q}, \alpha_{L}$ and $\alpha_{R}$. If we choose $\alpha_{R}=-1$, the wave speed of the error is doubled in $\left[\epsilon_{1}, 1\right]$. By choosing $\alpha_{L}=2$, we get a reversed error wave speed of $-a$ in $\left[0, \epsilon_{0}\right]$.

In the experiments below we use the exact solution and initial data,

$$
u(x, t)=f(x-a t), \quad u(x, 0)=f(x)=e^{-100(x-0.5)^{2}} .
$$

We denote the error wave speed in $\left[\epsilon_{1}, 1\right]$ by $a_{R}$. The numerical solution moves with the wave speed $a$ in the whole domain $[0,1]$. However, in Fig. 7 it can be seen that the error moves with $a_{R}=2 a$ in the region $\left[\epsilon_{1}, 1\right]$.

$$
\mathrm{t}=0.20, \mathrm{~N}=101, \alpha_{\mathrm{L}}=0, \alpha_{\mathrm{R}}=-1, \mathrm{a}_{\mathrm{L}}=\mathrm{a}, \mathrm{a}_{\mathrm{R}}=2 \mathrm{a}
$$



Figure 7: Error propagation with different speeds, $a_{L}=a, a_{R}=2 a$.

### 3.4 The construction of non-reflecting boundary procedures

Consider the problem (1.1) with zero boundary data and the initial condition $u(x, 0)=$ $e^{-600(x-0.5)^{2}}$. When the pulse leaves the domain at the outflow boundary, a portion of it is reflected, creating an error in the computational domain. By considering a region $[\epsilon, 1]$


Figure 8: Error as a function of time when adding penalty terms for damping.
close to the outflow where multiple penalties can be applied, we can damp this error. The SBP-SAT method with multiple penalties is then

$$
\begin{equation*}
\mathbf{u}_{t}+a P^{-1} Q \mathbf{u}=-a P^{-1}\left(u_{0}-g_{0}\right) e_{0}-\frac{1}{2} \sum_{i \in[\epsilon, 1]} P^{-1}\left(u_{i}-g_{i}\right) e_{i}, \tag{3.4}
\end{equation*}
$$

where we use $a=1$ and the same coefficient $(-1 / 2)$ for all the multiple penalty terms. In Fig. 8, we can see that the reflected error is significantly decreased with multiple penalties in the region $[0.65,1]$. The additional reflections that occur at the interface between the computational and penalty domain are reduced by only applying the damping terms when the pulse has passed the interface and is close to the outflow boundary.

### 3.5 Data dependence

As the last part of the theory section we discuss how the multiple penalty technique depend on the accuracy and roughness of the data as well as the potential additional complication of non-linearity. We compare with standard requirements on boundary data.

With less accurate data the solution will loose accuracy, just as for inaccurate data for Dirichlet conditions. The only difference is that one needs accurate data at multiple points. The accuracy requirements are in principle the same as for standard weak Dirichlet boundary conditions.

Lack of smoothness in the data (the same as loss of accuracy if the underlying solution is smooth) can lead to oscillations in the numerical solution. However, most likely it is not a severe problem for this technique, since the data is imposed weakly. One way of reducing possible oscillations due to rough data would be to use penalty coefficients that are small in magnitude. This procedure however, requires using more terms to uphold the desired effect. We plan to investigate this problem/procedure in future work.

For non-linear problems, one needs to use non-linear penalty coefficients just as for standard penalty terms, see [15] for an example. It is important to make sure that the penalty terms are such that an energy estimate results. No other direct complication (except for the two already mentioned above) will occur.

In summary, the multiple penalty procedure is rather insensitive to bad data, and the requirements of accuracy and smoothness are no worse than on boundary data for standard boundary conditions. The main reason for the insensitivity is that the data is imposed weakly.

## 4 Applications

Here we will consider two different cases where the technique discussed above is used.

### 4.1 Convergence to steady state of solutions to the Euler Equations

We consider the Euler equations in one dimension. The governing equations are

$$
v_{t}+B v_{x}=0, \quad B=\left[\begin{array}{ccc}
u & \rho & 0  \tag{4.1}\\
0 & u & \frac{1}{\rho} \\
0 & \gamma & u
\end{array}\right],
$$

where $\gamma$ is the adiabatic index and $v=[\rho, u, p]^{T}$. The dependent variables $\rho, u$ and $p$ are the velocity, density and pressure respectively. We consider the final state of the convergence process and linearize (4.1) by considering a system close to an equilibrium state $v_{e q}=[\bar{\rho}, \bar{u}, \bar{p}]$. By exchanging $v=v-v_{e q}$ and neglecting all terms higher than first order in the Taylor series around $v_{\text {eq }}$, we obtain the linearized form of the Euler equations, with a coefficient matrix as given in (4.1) with $v$ replaced with $v_{e q}$. The frozen constant coefficient form of the system can be symmetrized, see $[1,39]$, and the final result is

$$
w_{t}+A w_{x}=0, \quad A=\left[\begin{array}{ccc}
\bar{u} & \frac{1}{\sqrt{\gamma}} \bar{c} & 0  \tag{4.2}\\
\frac{1}{\sqrt{\gamma}} \bar{c} & \bar{u} & \sqrt{\frac{\gamma-1}{\gamma}} \bar{c} \\
0 & \sqrt{\frac{\gamma-1}{\gamma}} \bar{c} & \bar{u}
\end{array}\right], \quad w=\left[\begin{array}{c}
\frac{\bar{c} \rho}{\sqrt{\gamma \bar{p}}} \\
u \\
\frac{T}{\bar{c} \sqrt{\gamma(\gamma-1)}}
\end{array}\right] .
$$

We have introduced the speed of sound $c$ and also normalized the dependent variables using free stream values.

The final form of (4.2) describing the steady state process including boundary conditions becomes identical to (2.1). In our test cases, we consider subsonic flow with $\bar{c}=2 \bar{u}=2$ and $\gamma=1$.4. The additional multiple penalties are applied in both ends of the domain according to the technique described in Section 2.2. For simplicity we have chosen the multiple penalty matrices as identity matrices multiplied by constants chosen such that the


Figure 9: Effect on the spectrum when adding multiple penalties. $N=11$. Note that the spectrum shifts left.
spectrum shifts away from the imaginary axis. The result on the spectrum is illustrated in Fig. 9 and Table 4. The SBP-SAT method applied to (2.1), (4.2) yields

$$
\begin{align*}
& \mathbf{w}_{t}+P^{-1} Q \otimes A \mathbf{w} \\
= & -\left(P^{-1} E_{0} \otimes I\right)\left(E_{0} \otimes A^{+} w-g_{L}\right)+\left(P^{-1} E_{N} \otimes I\right)\left(E_{N} \otimes A^{-} w-g_{R}\right) \\
& +\sum_{i} \alpha_{i}\left(P^{-1} E_{i} \otimes I\right)\left(E_{i} \otimes A^{+} w-g_{i}\right)+\alpha_{N-i}\left(P^{-1} E_{N-i} \otimes I\right)\left(E_{N-i} \otimes A^{-} w-g_{N-i}\right), \tag{4.3}
\end{align*}
$$

where the matrices $E_{i}$ position the penalty terms at grid point $i$. The additional parameters $\alpha_{i} \leq 0, i \neq 0, N$ are chosen that such that we increase the rate of convergence. As an initial condition, we choose $w=1+e^{-100(x-0.5)^{2}}$ for all components of $w$. Computational results for $N=11,21$ are shown in Fig. 10 and Fig. 11. The gain is considerable for $N=11$, but decreases for $N=21$. One can partly remedy that by adding additional terms as the mesh is refined. The results are consistent with Table 4.

Table 4: Maximal real part of the discrete eigenvalues for standard and multiple penalties.

| $N$ | Standard penalty | +1 penalty | +2 penalties | +3 penalties |
| :---: | :---: | :---: | :---: | :---: |
| 11 | -0.1642 | -0.1760 | -0.2828 | -0.4883 |
| 21 | -0.0358 | -0.0374 | -0.0554 | -0.0838 |
| 41 | -0.0084 | -0.0087 | -0.0124 | -0.0179 |

### 4.2 A non-reflecting boundary procedure for the elastic wave equation

In this section we consider a problem from geophysics, where a non-reflecting boundary procedure must be constructed. Assuming linear elasticity, and the validity of the elastic


Figure 10: Convergence to steady-state of linearized Euler equations using multiple penalties. $N=11$.


Figure 11: Convergence to steady-state of linearized Euler equations using multiple penalties. $N=21$.
wave equations, the governing one-dimensional equations are

$$
\begin{align*}
& \frac{\partial w}{\partial t}=B \frac{\partial w}{\partial y}, \quad B=\left[\begin{array}{cc}
0 & 1 / \rho \\
G & 0
\end{array}\right], \quad w=\left[\begin{array}{c}
v \\
\sigma
\end{array}\right], \quad y \in[0, H]  \tag{4.4a}\\
& L_{0}(w)=\sigma(0, t)=F(V(t)), \quad L_{1}(w)=v(H, t)=v_{p} . \tag{4.4b}
\end{align*}
$$

The parameters $\rho$ and $G$ are the material density and shear modulus respectively. The boundary operators $L_{0}$ and $L_{1}$ act on the shear stress $\sigma$ and velocity $v$, respectively. We assume that a fault lies at $y=0$ and is governed by a boundary condition that equates shear stress with fault strength given through a friction law $F$ dependent on the particle velocity on the fault $V(t)=v(0, t)$. We set the velocity at the boundary $y=H$ to a slow "plate rate" $v_{p}$, intended to capture the effect of slow tectonic loading which will load the system and eventually cause a rupture to initiate at the fault.

### 4.2.1 Analysis

To analyze problem (4.4) we symmetrize the equations to

$$
\frac{\partial u}{\partial t}=A \frac{\partial u}{\partial y}, \quad A=\left[\begin{array}{cc}
0 & c_{s}  \tag{4.5}\\
c_{s} & 0
\end{array}\right], \quad u=V^{-1} w=\left[\sqrt{\frac{\rho}{2}} v, \frac{1}{\sqrt{2 G}} \sigma\right]^{T}
$$

where $c_{s}=\sqrt{G / \rho}$ is the shear wave speed. Note that except for the specific form of the boundary conditions in (4.4b), the problem (4.5) is now of the form (2.1).

The non-conventional non-linear boundary condition in (4.4b) forces a check of wellposedness, see $[25,26,33]$. The energy method applied to equation (4.5) yields

$$
\begin{equation*}
\frac{d}{d t}\|u\|=2 \int_{0}^{H} u^{T} A u d y=\left.2 c_{s} u_{1} u_{2}\right|_{0} ^{H}=\left.v \sigma\right|_{0} ^{H}=-V F(V) \leq 0 \tag{4.6}
\end{equation*}
$$

with the assumption that $v_{p}=0$ and that the friction law $F$ has the physically relevant property that it takes the sign of its argument, i.e. $F(V) V \geq 0$. Uniqueness is obtained by considering the difference problem of the form (4.5) with identical data. It was shown in [33] that this requires $F^{\prime}(V) \geq 0$. By also observing that we give the right number of boundary conditions we can state that (4.5) in combination with (4.4b) and hence (4.4) is well posed.

Next we assume that there exists an interval in the vicinity of $y=H$ where the system experiences loading at the plate rate. This means that we know that the velocity is equal to $v_{p}$ close to $y=H$ and we can therefore apply our multiple penalty technique in that domain without losing accuracy.
Remark 4.1. Note that this situation is slightly different from the other situations in this paper where we have assumed that we know all variables of the solution in the penalty domain. Here we only know the value of one of the variables.

The semi-discrete form of Eq. (4.4) is

$$
\begin{align*}
\left(P \otimes I_{2}\right) \mathbf{w}_{t}= & (Q \otimes B) \mathbf{w}+\left(e_{0} \otimes \Sigma_{0}\left[\begin{array}{l}
\sigma_{0}-F\left(v_{0}\right) \\
\sigma_{0}-F\left(v_{0}\right)
\end{array}\right]\right) \\
& +\sum_{j=0}^{m-1}\left(e_{N-j} \otimes \Sigma_{N-j}\left[\begin{array}{l}
v_{N-j}-v_{p} \\
v_{N-j}-v_{p}
\end{array}\right]\right), \tag{4.7}
\end{align*}
$$

where $\mathbf{w}=\left[v_{0} \sigma_{0} v_{1} \sigma_{1} \cdots v_{N} \sigma_{N}\right]^{T}$ is the vector of grid data, and $I_{2}$ is a $2 \times 2$ identity matrix.
We symmetrize the matrix $B=V A V^{-1}$ as before. By letting $I_{N}$ denote the $N \times N$ identity matrix, Eq. (4.7) becomes

$$
\begin{align*}
\left(P \otimes I_{2}\right) \mathbf{u}_{t}= & (Q \otimes A) \mathbf{u}+\left(e_{0} \otimes \tilde{\Sigma}_{0}\left[\begin{array}{l}
\sigma_{0}-F\left(v_{0}\right) \\
\sigma_{0}-F\left(v_{0}\right)
\end{array}\right]\right) \\
& +\sum_{j=0}^{m-1}\left(e_{N-j} \otimes \tilde{\Sigma}_{N-j}\left[\begin{array}{c}
v_{N-j}-v_{p} \\
v_{N-j}-v_{p}
\end{array}\right]\right), \tag{4.8}
\end{align*}
$$

where $\tilde{\Sigma}_{0}=V^{-1} \Sigma_{0}, \tilde{\Sigma}_{N-j}=V^{-1} \Sigma_{N-j}$ and $u=\left(I_{N} \otimes V^{-1}\right) w$ is the scaled vector of grid data.
It can be shown, see [14], that the energy method applied to (4.8) and the symmetry properties of the SBP operators in combination with the penalty matrices

$$
\Sigma_{0}=\left[\begin{array}{cc}
\frac{1}{\rho} & 0  \tag{4.9}\\
0 & 0
\end{array}\right], \quad \Sigma_{N}=\left[\begin{array}{cc}
0 & 0 \\
0 & -G
\end{array}\right], \quad \Sigma_{N-j}=\left[\begin{array}{cc}
\beta_{j} & 0 \\
0 & 0
\end{array}\right], \quad \beta_{j} \leq 0, \quad j=1,2, \cdots, m-1
$$

lead to the estimate $\left(\|\mathbf{u}\|_{P \otimes I_{2}}^{2}\right)_{t} \leq-v_{0} F\left(v_{0}\right)$. Note that the discrete estimate is slightly more dissipative than the corresponding continuous one in (4.6). In summary, the approximation (4.7) of (4.4) in combination with (4.9) is stable. Next we will see how the additional semi-bounded parameters $\beta_{j}$ in (4.9) can be used.

### 4.2.2 Numerical results

The boundary condition at the fault $y=0$ is specified by a nonlinear friction law $F(V(t))$, see $[11-13,30]$ for more details. To discretize in time we use a backward-Euler adaptivetime stepping scheme [14] to numerically integrate Eq. (4.7) with penalty matrices given by (4.9). The initial conditions can all be specified by the initial slip velocity $V(0)$ which we take to be $V(0)=10^{-7} \mathrm{~m} / \mathrm{s} \approx 10 v_{p}$. For this simulation we take $v_{p}=32 \mathrm{~mm} / \mathrm{a}, \mathrm{G}=30$ $\mathrm{GPa}, c_{s}=3 \mathrm{~km} / \mathrm{s}, H=10 \mathrm{~km}$, and grid spacing $h=100 \mathrm{~m}$.

The system goes through an initial period of inter-seismic loading. As seen in Fig. 12, a dynamic event initiates at the fault which sends out a wave through the domain, reflects


Figure 12: Snapshots of the particle velocity $v(y, t)$ plotted every 1 second during a dynamic event (time is after an approximate 30 year "interseismic" loading period). (a) The medium is essential at rest at $t=0$ (lightest blue vertical line). The wave is emitted at the fault $(y=0)$ and traverses the domain. It is plotted in progressively darker blue contours every second. (b) The wave is reflected from the boundary $y=H$ and back to the fault where it drives the velocity at the fault back to zero. (c) The wave returns to the fault and drives the slip velocity back to zero and travels back towards the remote boundary at $y=H$.


Figure 13: After the wave reaches the vicinity of $y=H$, the penalty terms are turned on. (a)-(f) show snapshots of particle velocity $v(y, t)$ plotted every tenth of a second. In black is the non-penalized solution, which should be compared to the penalized solution in red. At $t=10$ (s) the penalties are turned on and the pulse decays over a time period of less than one second (about the time it takes for the non-penalized pulse to be reflected from the upper boundary). Without imposing the multiple penalty technique, the pulse continues to travel through the domain as seen in black.
off the boundary and returns to the fault. Once the wave exits the fault we use $m=200$ penalty terms close to $y=H$ (an interval of length 2 km , which we refer to as the penalty domain) to impose the boundary condition $v(H, t)=v_{p}$ in order to suppress the wave as it exits the domain. The penalties are turned on once the pulse is contained within the penalty domain as seen in Fig. 13. We found that taking the constant value $\alpha_{j}=-600$ yields little reflections of the wave back into the domain, but further analysis needs to be done on how to choose their values. Without imposing the multiple penalty technique, the pulse continues to travel through the domain indefinitely.

## 5 Conclusions

We have introduced a new weak boundary procedure by applying penalty terms in extended domains. The technique can be used if one knows the exact solution in parts of the domain. The additional penalty terms do not add truncation error to the approximation and are added in a stable way.

After stability has been guaranteed, a number of free additional parameters are available. The additional parameters have been used to raise the order of accuracy of the approximation, increase the rate of convergence to steady-state and to design non-reflecting boundary procedures.

The new boundary procedure is cheap, easy to implement, simple to program and in principle suitable for all numerical methods (not only finite difference methods) that employ weak boundary conditions.

We have exemplified the theoretical findings with numerical experiments, and the computational results are consistent with the theory. The extension of this method to more general problems involving dissipative terms will be investigated in future work.
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## A Uniformly high order operators based on SBP norms

For a uniformly second order accurate difference operator $P^{-1} Q$, the matrix $Q$ and the second order SBP norm $P$ are given as follows

$$
Q=\left[\begin{array}{ccccccc}
-\frac{3}{4} & 1 & -\frac{1}{4} & \cdots & & & 0 \\
-\frac{1}{2} & 0 & \frac{1}{2} & & & & \\
\vdots & & & \ddots & & & \vdots \\
& & & & -\frac{1}{2} & 0 & \frac{1}{2} \\
0 & & & \cdots & \frac{1}{4} & -1 & \frac{3}{4}
\end{array}\right], \quad P=\Delta x\left[\begin{array}{ccccc}
\frac{1}{2} & & & & 0 \\
& 1 & & & \\
& & \ddots & & \\
& & & 1 & \\
0 & & & & \frac{1}{2}
\end{array}\right] .
$$

The matrix $\tilde{B}_{s}$ which raises the accuracy and the penalty matrix $\Sigma^{a c c}$ which maintain stability by making $\tilde{\Sigma}^{a c c}=0$ are given by

$$
\tilde{B}_{s}=\left[\begin{array}{cccccc}
-\frac{1}{2} & \frac{1}{2} & -\frac{1}{4} & \cdots & & 0 \\
\frac{1}{2} & 0 & & & & \\
-\frac{1}{4} & & & & \\
\vdots & & \ddots & & \vdots \\
& & & & \frac{1}{4} \\
& & & 0 & -\frac{1}{2} \\
0 & \cdots & \frac{1}{4} & -\frac{1}{2} & \frac{1}{2}
\end{array}\right], \quad \Sigma^{a c c}=\left[\begin{array}{ccc}
-\frac{1}{4} & & 0 \\
\frac{1}{2} & & \\
-\frac{1}{4} & & \\
\vdots & \ddots & \vdots \\
& & \frac{1}{4} \\
& & -\frac{1}{2} \\
0 & & \frac{1}{4}
\end{array}\right] .
$$

For a uniformly fourth order accurate difference operator on all grid points, we have

$$
\begin{aligned}
& P^{-1} Q=\frac{1}{\Delta x}\left[\begin{array}{ccccccccccc}
-\frac{25}{12} & 4 & -3 & \frac{4}{3} & -\frac{1}{4} & \cdots & & & & 0 \\
-\frac{1}{4} & -\frac{5}{6} & \frac{3}{2} & -\frac{1}{2} & \frac{1}{12} & & & & & \\
\frac{1}{12} & -\frac{2}{3} & 0 & \frac{2}{3} & -\frac{1}{12} & & & & & & \\
\vdots & & & & & \ddots & & & & \\
& & & & & & \frac{1}{12} & -\frac{2}{3} & 0 & \frac{2}{3} & -\frac{1}{12} \\
0 & & & & & & & -\frac{1}{12} & \frac{1}{2} & -\frac{3}{2} & \frac{5}{6} \\
\frac{1}{4} \\
0 & & & & & \cdots & \frac{1}{4} & -\frac{4}{3} & 3 & -4 & \frac{25}{12}
\end{array}\right], \\
& P=\Delta x \operatorname{diag}\left(\begin{array}{ccccccccccc}
\frac{17}{48} & \frac{59}{48} & \frac{43}{48} & \frac{49}{48} & 1 & \cdots & 1 & \frac{49}{48} & \frac{43}{48} & \frac{59}{48} & \frac{17}{48}
\end{array}\right),
\end{aligned}
$$

where $P$ is the SBP norm. We obtain $Q$ as

$$
Q=\left[\begin{array}{ccccccccccc}
-\frac{425}{576} & \frac{68}{48} & -\frac{51}{48} & \frac{17}{36} & -\frac{17}{192} & \cdots & & & & 0 \\
-\frac{59}{192} & -\frac{295}{288} & \frac{59}{32} & -\frac{59}{96} & \frac{59}{576} & & & & & & \\
\frac{43}{576} & -\frac{43}{72} & 0 & \frac{43}{72} & -\frac{43}{576} & & & & & & \\
0 & \frac{49}{576} & -\frac{49}{72} & 0 & \frac{49}{72} & -\frac{49}{576} & & & & & \\
0 & 0 & \frac{1}{12} & -\frac{2}{3} & 0 & \frac{2}{3} & -\frac{1}{12} & & & & \\
\vdots & & & & & \ddots & & & & & \vdots \\
& & & & \frac{1}{12} & -\frac{2}{3} & 0 & \frac{2}{3} & -\frac{1}{12} & 0 & 0 \\
& & & & & \frac{49}{576} & -\frac{49}{72} & 0 & \frac{49}{72} & -\frac{49}{576} & 0 \\
& & & & & & \frac{43}{576} & -\frac{43}{72} & 0 & \frac{43}{72} & -\frac{43}{576} \\
& & & & & & -\frac{59}{576} & \frac{59}{96} & -\frac{59}{32} & \frac{295}{288} & \frac{59}{192} \\
0 & & & & & \cdots & \frac{17}{192} & -\frac{17}{36} & \frac{51}{48} & -\frac{68}{48} & \frac{425}{576}
\end{array}\right] .
$$

The matrix $\tilde{B}_{s}$ which raises the accuracy is


The penalty matrix $\Sigma^{a c c}$ which maintain stability by making $\tilde{\Sigma}^{a c c}=0$ is given by

$$
\Sigma^{a c c}=\left[\begin{array}{ccccccccc}
-\frac{137}{576} & 0 & & & & & & & \\
\frac{71}{64} & -\frac{295}{288} & & & & & & & \\
-\frac{569}{576} & \frac{359}{288} & 0 & & & & & \\
\frac{17}{36} & -\frac{305}{576} & -\frac{1}{12} & 0 & & & & & \\
-\frac{17}{192} & \frac{59}{576} & \frac{5}{576} & \frac{1}{72} & & & & & \\
0 & 0 & 0 & -\frac{1}{576} & 0 & & & & \\
\vdots & & & & & \ddots & & & \\
& & & & & & \frac{1}{576} & 0 & 0 \\
& & & & & -\frac{1}{72} & -\frac{5}{576} & -\frac{59}{576} & \frac{17}{192} \\
& & & & & & & \frac{1}{12} & \frac{305}{576} \\
& & -\frac{17}{36} \\
& & & & & & & & -\frac{359}{288} \\
& \frac{569}{576} \\
& & & & & & & & \frac{25}{288} \\
& & -\frac{71}{64} \\
0 & & & & & & & 0 & \frac{137}{576}
\end{array}\right] .
$$

For a uniformly sixth order accurate difference operator on all grid points, we have

where $P$ is the corresponding SBP norm. We can get $Q$ at left boundary as


The matrix $\tilde{B}_{s}$ which raises the accuracy at left boundary is

The penalty matrix $\Sigma^{a c c}$ which maintain stability by making $\tilde{\Sigma}^{a c c}=0$ at left boundary is given by

## B Uniformly high order operators based on identity norm

For a uniformly second order accurate difference operator on all grid points, we use an identity norm $P=\Delta x I$ and obtain

$$
Q=\left[\begin{array}{ccccccc}
-\frac{3}{2} & 2 & -\frac{1}{2} & \cdots & & & 0 \\
-\frac{1}{2} & 0 & \frac{1}{2} & & & & \\
\vdots & & & \ddots & & & \vdots \\
& & & & -\frac{1}{2} & 0 & \frac{1}{2} \\
0 & & & \cdots & \frac{1}{2} & -2 & \frac{3}{2}
\end{array}\right]
$$

the matrix $\tilde{B}_{s}$ becomes

$$
\tilde{B}_{s}=\left[\begin{array}{cccccc}
-2 & \frac{3}{2} & -\frac{1}{2} & \cdots & & 0 \\
\frac{3}{2} & 0 & & & & \\
-\frac{1}{2} & & & & & \\
\vdots & & & \ddots & & \vdots \\
& & & & & \frac{1}{2} \\
& & & & 0 & -\frac{3}{2} \\
0 & & \cdots & \frac{1}{2} & -\frac{3}{2} & 2
\end{array}\right]
$$

The penalty matrix $\Sigma^{a c c}$ such that $\tilde{\Sigma}^{a c c}=0$ is given by

$$
\Sigma^{a c c}=\left[\begin{array}{ccc}
-1 & & 0 \\
\frac{3}{2} & & \\
-\frac{1}{2} & & \\
\vdots & \ddots & \vdots \\
& & \frac{1}{2} \\
& & -\frac{3}{2} \\
0 & & 1
\end{array}\right]
$$

For a uniformly fourth order accurate difference operator based on identity norm $P$, we have

$$
Q=\left[\begin{array}{ccccccccccc}
-\frac{25}{12} & 4 & -3 & \frac{4}{3} & -\frac{1}{4} & \cdots & & & & & 0 \\
-\frac{1}{4} & -\frac{5}{6} & \frac{3}{2} & -\frac{1}{2} & \frac{1}{12} & & & & & & \\
\frac{1}{12} & -\frac{2}{3} & 0 & \frac{2}{3} & -\frac{1}{12} & & & & & & \\
\vdots & & & & & \ddots & & & & & \vdots \\
& & & & & & \frac{1}{12} & -\frac{2}{3} & 0 & \frac{2}{3} & -\frac{1}{12} \\
& & & & & & -\frac{1}{12} & \frac{1}{2} & -\frac{3}{2} & \frac{5}{6} & \frac{1}{4} \\
0 & & & & & \cdots & \frac{1}{4} & -\frac{4}{3} & 3 & -4 & \frac{25}{12}
\end{array}\right],
$$

the matrix $\tilde{B}_{s}$ becomes

$$
\tilde{B}_{s}=\left[\begin{array}{ccccccc}
-\frac{19}{6} & \frac{15}{4} & -\frac{35}{12} & \frac{4}{3} & -\frac{1}{4} & \cdots & 0 \\
\frac{15}{4} & -\frac{5}{3} & \frac{5}{6} & -\frac{5}{12} & \frac{1}{12} & & \\
-\frac{35}{12} & \frac{5}{6} & & & & & \\
\frac{4}{3} & -\frac{5}{12} & & & & & \\
-\frac{1}{4} & \frac{1}{12} & & & & & \\
\vdots & & & \ddots & & & \vdots \\
& & & & & -\frac{1}{12} & \frac{1}{4} \\
& & & & & \frac{5}{12} & -\frac{4}{3} \\
& & & & & -\frac{5}{6} & \frac{35}{12} \\
0 & \cdots & \frac{1}{4} & -\frac{4}{3} & \frac{35}{12} & -\frac{15}{4} & \frac{19}{6}
\end{array}\right] .
$$

The penalty matrix $\Sigma^{a c c}$ such that

$$
\tilde{\Sigma}^{a c c}=0
$$

is given by

$$
\Sigma^{a c c}=\left[\begin{array}{ccccc}
-\frac{19}{12} & 0 & & & 0 \\
\frac{15}{4} & -\frac{5}{6} & & & \\
-\frac{35}{12} & \frac{5}{6} & & & \\
\frac{4}{3} & -\frac{5}{12} & & & \\
-\frac{1}{4} & \frac{1}{12} & & & \vdots \\
\vdots & & \ddots & \\
& & & -\frac{1}{12} & \frac{1}{4} \\
& & & \frac{5}{12} & -\frac{4}{3} \\
& & & -\frac{5}{6} & \frac{35}{12} \\
& & & \frac{5}{6} & -\frac{15}{4} \\
0 & & & 0 & \frac{19}{12}
\end{array}\right] .
$$

For a uniformly sixth order accurate difference operator based on identity norm $P$, we have

$$
Q=\left[\begin{array}{ccccccccccccc}
-\frac{147}{60} & 6 & -\frac{15}{2} & \frac{20}{3} & -\frac{15}{4} & \frac{6}{5} & -\frac{1}{6} & \cdots & & & & 0 \\
-\frac{1}{6} & -\frac{77}{60} & \frac{5}{2} & -\frac{5}{3} & \frac{5}{6} & -\frac{1}{4} & \frac{1}{30} & & & & & & \\
\frac{1}{30} & -\frac{2}{5} & -\frac{7}{12} & \frac{4}{3} & -\frac{1}{2} & \frac{2}{15} & -\frac{1}{60} & & & & & & \\
-\frac{1}{60} & \frac{9}{60} & -\frac{45}{60} & 0 & \frac{45}{60} & -\frac{9}{60} & \frac{1}{60} & & & & & & \\
\vdots & & & & & & \ddots & & & & & & \vdots \\
& & & & & & -\frac{1}{60} & \frac{9}{60} & -\frac{45}{60} & 0 & \frac{45}{60} & -\frac{9}{60} & \frac{1}{60} \\
& & & & & & \frac{1}{60} & -\frac{2}{15} & \frac{1}{2} & -\frac{4}{3} & \frac{7}{12} & \frac{2}{5} & -\frac{1}{30} \\
& & & & & & -\frac{1}{30} & \frac{1}{4} & -\frac{5}{6} & \frac{5}{3} & -\frac{5}{2} & \frac{77}{60} & \frac{1}{6} \\
0 & & & & & \cdots & \frac{1}{6} & -\frac{6}{5} & \frac{15}{4} & -\frac{20}{3} & \frac{15}{2} & -6 & \frac{147}{60}
\end{array}\right],
$$

the matrix $\tilde{B}_{s}$ becomes

$$
\tilde{B}_{s}=\left[\begin{array}{ccccccccccc}
-\frac{117}{30} & \frac{35}{6} & -\frac{224}{30} & \frac{399}{60} & -\frac{15}{4} & \frac{6}{5} & -\frac{1}{6} & \cdots & & & 0 \\
\frac{35}{6} & -\frac{77}{30} & \frac{21}{10} & -\frac{91}{60} & \frac{49}{60} & -\frac{1}{4} & \frac{1}{30} & & & & \\
-\frac{224}{30} & \frac{21}{10} & -\frac{7}{6} & \frac{35}{60} & -\frac{21}{60} & \frac{7}{60} & -\frac{1}{60} & & & & \\
\frac{399}{60} & -\frac{91}{60} & \frac{35}{60} & & & & & & & & \\
-\frac{15}{4} & \frac{49}{60} & -\frac{21}{60} & & & & & & & \\
\frac{6}{5} & -\frac{1}{4} & \frac{7}{60} & & & & & & & & \\
-\frac{1}{6} & \frac{1}{30} & -\frac{1}{60} & & & & & & & & \vdots \\
\vdots & & & & & \ddots & & & & \frac{1}{60} & -\frac{1}{30} \\
& & & & & & & & \frac{1}{6} \\
& & & & & & & & & -\frac{7}{60} & \frac{1}{4} \\
& & & & & & & & \frac{61}{60} & -\frac{49}{60} & \frac{15}{4} \\
& & & & \frac{1}{60} & -\frac{7}{60} & \frac{21}{60} & -\frac{35}{60} & -\frac{35}{60} & \frac{91}{60} & -\frac{399}{60} \\
& & & & -\frac{1}{30} & \frac{1}{4} & -\frac{49}{60} & \frac{91}{60} & -\frac{21}{10} & \frac{77}{30} & -\frac{35}{6} \\
0 & & & & & \frac{1}{6} & -\frac{6}{5} & \frac{15}{4} & -\frac{399}{60} & \frac{224}{30} & -\frac{35}{6} \\
& \frac{117}{30}
\end{array}\right] .
$$

The penalty matrix $\Sigma^{a c c}$ such that $\tilde{\Sigma}^{a c c}=0$ is given by

## C Numerical boundary conditions

Consider the problem (1.1), where the boundary condition is given at one point $x_{0}$,

$$
\begin{equation*}
u_{0}=u\left(x_{0}, t\right)=g\left(x_{0}, t\right) . \tag{C.1}
\end{equation*}
$$

We generate boundary data numerically at grid points $x_{1}=x_{0}+h$ and $x_{2}=x_{0}+2 h$ by Taylor expansions

$$
\begin{align*}
& u_{1}=u\left(x_{1}, t\right)=u_{0}+\left(u_{x}\right)_{0} h+\left(u_{x x}\right)_{0} \frac{h^{2}}{2!}+\cdots+\mathcal{O}\left(h^{p+1}\right)  \tag{C.2a}\\
& u_{2}=u\left(x_{2}, t\right)=u_{0}+\left(u_{x}\right)_{0}(2 h)+\left(u_{x x}\right)_{0} \frac{(2 h)^{2}}{2!}+\cdots+\mathcal{O}\left(h^{p+1}\right) \tag{C.2b}
\end{align*}
$$

Here $p$ is the order of the scheme being used in computation. We can now compute all higher space derivatives by repeated differentiation as exemplified below

$$
\begin{align*}
& \left(u_{x}\right)_{0}=-\left(u_{t}\right)_{0}=-g^{\prime},  \tag{C.3a}\\
& \left(u_{x x}\right)_{0}=-\left(u_{x t}\right)_{0}=\left(u_{t t}\right)_{0}=g^{\prime \prime}  \tag{C.3b}\\
& \left(u_{x x x}\right)_{0}=\left(u_{t t x}\right)_{0}=\left(u_{x t t}\right)_{0}=-\left(u_{t t t}\right)_{0}=-g^{\prime \prime \prime}, \tag{C.3c}
\end{align*}
$$

where ' denotes the derivative with respect to $t$. Finally by using (C.3), we can obtain data to $u_{1}$ and $u_{2}$ by (C.2) to the required accuracy.
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