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Abstract. The immersed interface technique is incorporated into CIP method to solve
one-dimensional hyperbolic equations with piecewise constant coefficients. The pro-
posed method achieves the third order of accuracy in time and space in the vicinity of
the interface where the coefficients have jump discontinuities, which is the same order
of accuracy of the standard CIP scheme. Some numerical tests are given to verify the
accuracy of the proposed method.
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1 Introduction

In this paper we develop a higher order numerical method for one dimensional hyper-
bolic equations with discontinuous coefficients, for instance, the scaler advection equa-
tion

ut+(c(x)u)x =0, t>0, x∈R, (1.1)

and one dimensional Maxwell’s equations

ε(x)Et =Hx, µ(x)Ht =Ex, t>0, x∈R. (1.2)
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The building blocks of the method consist of CIP method and Immersed interface method.
CIP method proposed in [10, 13, 14] approximates the solution to a differential equa-

tion through the evolution of more than one degree of freedom per cell, e.g., not only
the primitive variable but also its derivatives or other quantities such as the cell average
of the solution. The method uses the exact integration for the constant transport equa-
tion (the method of characteristics for the constant wave speed) and the time splitting
methods for the space varying perturbations, and achieves a higher order of accuracy
using a compact stencil. The CIP method has been widely used as an accurate numerical
solver for differential equations, which is less-dispersive and less-dissipative than some
of the other methods. Here is an incomplete list of references for CIP and related works:
nonlinear hyperbolic equations [13], the multi-phase analysis [16], a multi-dimensional
the Maxwell’s equations [8], light propagation in dielectric media [3], a new mesh sys-
tem applicable to non-orthogonal coordinate system [15], a numerical investigation of
the stability and the accuracy [11]. For the other methods closely related to CIP, we refer
to [2, 5].

If the coefficient c(x) has a jump discontinuity, the CIP method without extra care of
the discontinuity leads to loss of accuracy. In order to maintain the accuracy in the nu-
merical solution in a neighborhood of the interface, a special treatment should be made.
Immersed interface method is one of the technique for the interface problems, which was
developed in [6, 17]: A standard numerical method is modified locally near the inter-
face according to the interface relations so that the accuracy in the numerical solution is
maintained in the entire domain. For more information, see the monograph [7].

In this article, we develop an immersed interface method for CIP that provides third
order accuracy at all grid points, including the adjacent grid to the interface. We con-
struct, by using proper interface conditions, a piecewise Hermite type interpolation on a
cell that contains a point of jump discontinuity in c(x).

An outline of our presentation is as follows: Section 2 gives a brief introduction on
CIP methods proposed in [13, 14]. Section 3, the main part of the article, is concerned
with developing a CIP scheme for discontinuous media. In Section 4 its application to
the Maxwell’s system is presented. Sections 3 and 4 include some numerical tests to
verify the accuracy of the proposed method.

2 Review of CIP

We give a brief review of a CIP method for Eq. (1.1) as a model equation. We first treat
the case where the velocity c is a positive constant, and move on to the case of c being a
variable velocity.

2.1 CIP for constant velocity

Let us denote the derivative ux(t,x) by v(t,x). For the constant velocity c, the equations
for u and v are
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ut+cux =0, vt+cvx =0.

By the method of characteristic, we know that the solution at time t+∆t is evaluated
by the solution at time t, i.e., u(t+∆t,x) = u(t,x−c∆t) and v(t+∆t,x) = v(t,x−c∆t) for
arbitrary t, ∆t>0 and x.

Suppose the function values and the derivatives, un and vn, are given at all grid points
xk, k∈N which are not necessarily uniform. The superscript n indicates that these values
are defined at time t = tn. For any grid point xk, there exits unique grid point xj such
that the upwind point yk := xk−c∆t is included in the interval [xj−1,xj]. We denote the
subscript of such grid point by j(k). The profile inside the interval [xj(k)−1,xj(k)] can be
interpolated by a cubic polynomial H(x) defined using values un

j(k)−1
,vn

j(k)−1
,un

j(k),v
n
j(k) at

two end points, and thus the approximations un+1
k to u(tn+∆t,x) and vn+1

k to v(tn+∆t,x)
are given by

un+1
k =H(yk), vn+1

k =Hx(yk). (2.1)

Here, the cubic interpolation polynomial H is defined by the condition

H(xj(k)−1)=un
j(k)−1, Hx(xj(k)−1)=vn

j(k)−1, H(xj(k))=un
j(k), Hx(xj(k))=vn

j(k),

and H and Hx are given by (cf. [10])

H(x)= a(x−xj(k)−1)
3+b(x−xj(k)−1)

2+vn
j(k)−1(x−xj(k)−1)+un

j(k)−1, (2.2a)

Hx(x)=3a(x−xj(k)−1)
2+2b(x−xj(k)−1)+vn

j(k)−1, (2.2b)

where

a=
(vn

j(k)+vn
j(k)−1

)∆x−2(un
j(k)−un

j(k)−1
)

∆x3
, b=

3(un
j(k)−un

j(k)−1
)−(vn

j(k)+2vn
j(k)−1

)∆x

∆x2
,

∆x= xj(k)−xj(k)−1.

Let λ :=
xj(k)−yk

xj(k)−xj(k)−1
. Obviously 0≤λ≤1. The one step map (2.1) is written more explicitly;

un+1
k = a1un

j(k)+∆x a2vn
j(k)+b1un

j(k)−1+∆x b2vn
j(k)−1, (2.3a)

vn+1
k = a3un

j(k)+∆x a4vn
j(k)+b3un

j(k)−1+∆x b4vn
j(k)−1, (2.3b)

where

a1 =(1−λ)2(1+2λ), a2=−(1−λ)2λ, a3=6λ(1−λ), a4=(1−λ)(1−3λ),

b1=λ2(3−2λ), b2=(1−λ)(1−3λ), b3=−6λ(1−λ), b4=(3λ−2)λ.
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Remark 2.1. The cubic interpolation is one of the possible choice in CIP methods, indeed,
higher order polynomials are used to derive a more accurate CIP scheme: For instance,
the fifth order interpolation polynomial H can be used in CIP scheme by introducing the
second order derivative w :=uxx as unknown variable. If the velocity is constant the CIP
scheme becomes

un+1
k =H(yk), vn+1

k =Hx(yk), wn+1
k =Hxx(yk).

It is reported in [11] that the CIP scheme with the fifth order polynomial is fourth order
in function value.

2.2 CIP for variable velocity

Let c>0 in (1.1) be a smooth function. The CIP method proposed in [15] solves Eq. (1.1)
in the following way. The detail can be found in the article.

The equation (1.1) is transformed into a non-conservative form,

ut+c(x)ux =−cx(x)u,

and the equation for v=ux is derived by differentiating the equation with respect to x:

vt+c(x)vx =−cx,x(x)u−2cx(x)v.

These equations are split into the advection phase and the non-advection phase:

advection phase: ut+c(x)ux =0, vt+c(x)vx =0,

non-advection phase: ut=−cx(x)u, vt =−cx,x(x)u−2cx(x)v.
(2.4)

The former equations are solved using CIP (2.1) with the choice of yk = xk−c∗∆t where

the freezed velocity defined by c∗= c(xk)+c(xk−c(xk)∆t)
2 is used in each interval. The latter

equations are solved by employing an exponential finite difference method where the
freezed velocity cx(yk) and cxx(yk) are used. We note that the splitting procedure does not
allow us to take an arbitrary CFL number, i.e., the time step is restricted by maxx c(x)∆t≤
mink(xk−xk−1). It is reported in [15] that the present scheme is the third order in time
and space in function value, and that the scheme becomes first order with other choice
of the upwind point yk such as yk =−c(xk)∆t and yk =−c(xk−c(xk)∆t)∆t. Theoretical
justification to support for the splitting procedure to work has not been presented.

2.3 Exact time integration CIP for variable velocity

Based entirely on the characteristic method, one can derive a variant of CIP scheme in
which no splitting procedure such as (2.4) is required even when the velocity is not con-
stant. The method has several advantages: It has no CFL limitation for a variable coeffi-
cient, and can be extended to equations in higher dimension with variable coefficients.
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We first consider the advection equation (1.1) with sufficiently smooth c(x) as a model
equation. Let u be the exact solution of the equation, and let ξ(s;x) denote the solution of
the characteristic equation to (1.1), i.e.,

dξ(s;x)

ds
= c(ξ(s;x)), ξ(t+∆t;x)= x, (2.5)

We shall use the sensitivity of ξ(s;x) with respect to x,

∂ξ(s;x)

∂x
=

c(x)

c(ξ(s;x))
.

Let y(x) := ξ(t;x) be the upwind point. Then the solution value at x and at time t+∆t is
given by the solution value at y(x) at time t (see [4]):

u(x,t+∆t)=
c(y(x))

c(x)
u(y(x),t). (2.6)

The derivative ux(t+∆t,x) is obtained by differentiating (2.6) with respect to x:

ux(t+∆t,x)=
c′(y)y′c(x)−c(y)c′(x)

c2(x)
u(y,t)+

c(y)

c(x)
ux(y,t)y′

=

(

c′(y)
c(x)

− c′(x)

c(x)

)

c(y)

c(x)
u(y,t)+

(

c(y)

c(x)

)2

u(y,t).

Here we used the sensitivity of the upwind point y(x)= ξ(t;x) with respect to x, i.e.,

dy(x)

dx
=

c(x)

c(y(x))
.

We discretize the time domain and the spatial domain with grid size ∆t> 0 and ∆xk =
xk−xk−1, k ∈ Z. The mesh size is not necessarily uniform. Write tn = n∆t, n ∈ N. Let
us denote the numerical solution for u(tn,xk) and ux(tn,xk) by un

k and vn
k respectively for

k∈N. Let yk :=ξ(t;xk) and j(k)∈N such that yk∈ [xj(k)−1,xj(k)]. We obtain the CIP scheme

un+1
k =

c(yk)

c(xk)
H(yk), vn+1

k =
c(yk)

c(xk)

[

c′(yk)

c(xk)
− c′(xk)

c(xk)

]

H(yk)+

(

c(yk)

c(xk)

)2

Hx(yk), (2.7)

where H denotes the cubic interpolation (2.2). The cubic polynomial H is referred to
as cubic interpolation profile or constrained interpolation profile in existing articles, and in
this paper we use the term cubic interpolation profile. In summary, CIP scheme for (1.1) is
composed of

CIP0 Solve the characteristic ODE (2.5) subject to ξ(t+∆t)= xk to find the upwind point
yk = ξ(t,xk).
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CIP1 For each time level tn, construct the cubic interpolation profile H(x) by (2.2).

CIP2 Update un+1
k and vn+1

k by (2.7).

Similar argument leads to the exact time integration formula for the transport equa-
tion ut+c(x)ux =0: For the cubic Hermite interpolation CIP, we have

un+1
k =H(yk), vn+1

k =
c(yk)

c(xk)
Hx(yk).

And for the fifth order polynomial interpolation CIP, we have

un+1
k =H(yk), vn+1

k =
c(yk)

c(xk)
Hx(yk),

wn+1
k =

c(yk)

c(xk)

[

c′(yk)

c(xk)
− c′(xk)

c(xk)

]

Hx(yk)+

(

c(yk)

c(xk)

)2

Hxx(yk).

3 Immersed interface method for CIP

This section is the main part of the article. We develop the immersed interface method
for CIP (IIM-CIP for short) for transport equations with discontinues coefficient;

ut+cux =0, t>0, x∈R, u(0,x)=u0(x), x∈R, (3.1)

where c> 0 is a piecewise smooth that has a jump across x = α. That is, c= c− in x < α
and c= c+ in x>α with c− 6= c+. We first consider the case where the interface falls in an
interval, and then we consider the case where the interface coincides with a grid point.

Case 1. Interface falls in an interval.

We assume that the interface falls in an interval (xj−1,xj). We call the interval [xj−1,xj]
an irregular interval or an irregular cell, and the point xj an irregular point. The interface
condition on u is imposed according to the physical phenomena under consideration.
We take [u]= 0 as an interface condition at the interface α, where [u] := limx→α+ u+(x)−
limx→α− u−(x). Here u−(x) = u(x)|[xj−1,α] and u+(x) = u(x)|[α,xj]. The treatment of an

interface condition [cu]=0 will be briefly discussed at the end of this section.
From the interface condition coupled with the equation, we know the flux (cu)x=cux

is also continuous across the interface, and thus the derivative ux has a jump discontinu-
ity at the interface. Because of the discontinuity in ux, the standard CIP using a single
profile in an interval will not provide an accurate solution.

In stead of using a single interpolation, we use a piecewise interpolation polynomial
to approximate the solution u(tn,x) in the interval. We consider Hermite cubic polyno-
mial for the approximation. The discussion below can be extended to any order polyno-
mial interpolations.
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Firstly, we derive a time integration formula for the exact solution and its derivative,
and then we propose a numerical scheme (IIM-CIP scheme) to update the numerical
solution un

j and the derivative vn
j to the next time level.

Piecewise cubic polynomial. The interface condition [u]=0 coupled with Eq. (3.1) yields

the relations [ck ∂ku
∂xk ]= 0, k∈N. See [17] for the derivation. Obviously, it is impossible to

construct a single polynomial interpolation that satisfies the relations. We introduce two

polynomials of the form H±(x)=∑
3
k=0

a±k
k! (x−α)k. We determine the eight unknowns via

the interface relations and the interpolation conditions:

{

H−(α)=H+(α), c−H−
x (α)= c+H+

x (α),

(c−)2H−
xx(α)=(c+)2H+

xx(α), (c−)3H−
xxx(α)=(c+)3H+

xxx(α),
(3.2)

H−(xj−1)=un
j−1, H−

x (xj−1)=vn
j−1, H+(xj)=un

j , H+
x (xj)=vn

j . (3.3)

The first equations yield

a−0 = a+0 , c−a−1 = c+a+1 , (c−)2a−2 =(c+)2a+2 , (c−)3a−3 =(c+)3a+3 , (3.4)

and thus, introducing new parameters a=(a0,··· ,a3)⊤, we can write H±(x)=∑
3
ℓ=0

aℓ
ℓ!

(

x−α
c±∆x

)ℓ
.

Then using the interpolation conditions (3.3), we obtain the system Aa= f , where

A=















1 θ
c+

θ2

2(c+)2
θ3

3!(c+)3

0 1
c+

θ
(c+)2

θ2

2(c+)3

1 (θ−1)
c−

(θ−1)2

2(c−)2
(θ−1)3

3!(c−)3

0 1
c−

(θ−1)
(c−)2

(θ−1)2

2(c−)3















, f =











un
j

∆x vn
j

un
j−1

∆x vn
j−1











,

and θ=
xj−α

∆x . The inverse A−1 is given as A−1=BC where B and C are defined by

B=









φ2(3θc−+φc+) −θφ2 θ2(θc−+3φc+) θ2φ
6θφ(c−)2 φ(φc+−2θc−) −6θφ(c+)2 θ(θc−−2φc+)

6(c−)2(θc−−φc+) −2c− (θc−−2φc+) 6(c+)2(φc+−θc−) 2c+ (φc+−2θc−)
−12(c−)3c+ 6(c−)2c+ 12c−(c+)3 6c−(c+)2









,

C=diag((c+)2c3,(c+)2c2,(c−)2c3,(c−)2c2) with c=
(

θc−+φc+
)−1

,

where φ = 1−θ. The coefficient a is uniquely determined by a = A−1 f . We define a
piecewise polynomial H(x) on [xj−1,xj] by H|[xj−1,α] = H−|[xj−1,α], H|[α,xj] = H+|[α,xj] and

call it the immersed interface cubic profile to the data set f . The piecewise polynomial is also
denoted by H±.

Fig. 1(a) illustrates the immersed interface cubic profile H±(x) on the interval [xj−1,xj].
One can see that the profile is continuous at the interface but has discontinuity in the one-
sided derivative at the point.
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xj-1 α xj

uj

uj-1

vj

vj-1

H  (x)

H  (x)

-

+

(a)

xj-c ∆t αyj xjxj-1

uj

uj

uj-1

vj

vj-1

H  (xj-c ∆t)

H -(yj)

+

++

n+1

n

n
n

(b)

Figure 1: (a) The piecewise cubic polynomial H± on the irregular interval. It is continuous at the interface α and
has a jump discontinuity in the one-sided derivative at the interface. (b) Graphical illustration of the IIM-CIP

scheme. We update un+1
j and vn+1

j at the time level tn+1 at the grid xj with using the value H+(xj−c+∆t)

and its derivative H+
x (xj−c+∆t).

Let us investigate the accuracy of the immersed interface cubic profile: We consider
the immersed interface cubic profile H±(x) to the exact solution u(tn,x). From the in-
terface relations (3.2), the polynomials H+ and H− can be written in the form H+(x)=

∑
3
ℓ=0

aℓ
ℓ!

(

x−α
c+∆x

)ℓ
and H−(x)=∑

3
ℓ=0

aℓ
ℓ!

(

x−α
c−∆x

)ℓ
. The interpolation condition with exact solu-

tion as a data set,

H−(xj−1)=u(tn,xj−1), H−
x (xj−1)=ux(tn,xj−1), H+(xj)=u(tn,xj), H+

x (xj)=ux(tn,xj),

leads to the system Aa= f for the coefficient a, where

f =(u+(tn,xj), ∆x u+
x (tn,x), u−(tn,xj−1), ∆x u−

x (tn,x))⊤.

Theorem 3.1 (Accuracy of the immersed interface cubic profile). Let u(t,x) be the solution
of (3.1). We have the following error estimates

u(tn,x)−H(x)=O((∆x)4), ux(tn,x)−Hx(x)=O((∆x)3), x∈ [xj−1,xj].

Here the one-sided derivative is taken at the interface α.

Proof. The Taylor expansion for u±(tn,x) at the interface α and the interface relations

u−(tn,α)=u+(tn,α), c−u−
x (tn,α)= c+u+

x (tn,α),

(c−)2u−
xx(tn,α)=(c+)2u+

xx(tn,α), (c−)3u−
xxx(tn,α)=(c+)3u+

xxx(tn,α),
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lead to

u+(tn,xj)=b0+b1
θ

c+
+

b2

2

(

θ

c+

)2

+
b3

3!

(

θ

c+

)3

+O((∆x)4),

∆x u+
x (tn,x)=

b1

c+
+b2

θ

(c+)2
+

b3

2

θ2

(c+)3
+O((∆x)4),

u−(tn,xj−1)=b0+b1
θ−1

c−
+

b2

2

(

θ−1

c−

)2

+
b3

3!

(

θ−1

c−

)3

+O((∆x)4),

∆x u−
x (tn,x)=

b1

c−
+b2

θ−1

(c−)2
+

b3

2

(θ−1)2

(c−)3
+O((∆x)4),

where b0=u+(tn,α), b1=c+u+
x (tn,α), b2=(c+)2u+

xx(tn,α) and b3=(c+)3u+
xxx(tn,α). Thus we

have A(a−b)=(r1,r2,r3,r4)
⊤ where ri=O((∆x)4) for i=1,2,3,4. Since the components of

A−1=BC is of order O(1), we have that ak−bk=O((∆x)4) for k=0,1,2,3. Thus we obtain
the desired estimates.

Update formula. Now that we have constructed the immersed interface cubic profile
in the irregular interval, we attempt to build an update formula for numerical solutions
with the aid of the method of characteristic. We assume that ∆t> 0 is taken sufficiently
small so that CFL number is less than 1, i.e., c±∆t<∆x. Therefore yk is always included
in the interval (xk−1,xk) for all k.

If xj is an regular point, the numerical solution is updated by (2.3) with λ= c−∆t
∆x or

λ= c+∆t
∆x depending on the velocity at the grid x=xj. Let us assume that xj is an irregular

grid, and let us consider the characteristic curve x= x(s) with x(∆t)= xj. Let us denote
the upwind point x(0) by yj.

Proposition 3.1. Suppose that there exists an interface in the interval [xj−1,xj]. If α ≤
xj−c+∆t,

yj = xj−c+∆t,

u+(tn+1,xj)=u+(tn,yj), u+
x (tn+1,xj)=u+

x (tn,yj).

If xj−c+∆t≤α,

yj =α+
c−

c+
(xj−α)−c−∆t,

u+(tn+1,xj)=u−(tn,yj), u+
x (tn+1,xj)=

c−

c+
u−

x (tn,yj).

Proof. Let us assume that α≤xj−c+∆t. The characteristic ODE (2.5) become ẋ(s)=c+, and
thus we have yj = xj−c+∆t, u+(tn+1,xj)= u+(tn,xj−c+∆t) and u+

x (tn+1,xj)= u+
x (tn,xj−

c+∆t).
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Next let us assume that xj−c+∆t ≤ α. There exists s∗ > 0 such that α = x(s∗). The
characteristic curve obeys

ẋ(s)= c− (0≤ s≤ s∗), ẋ(s)= c+ (s∗≤ s≤∆t).

It is obvious to see that α−yj =c−s∗, xj−α=c+(∆t−s∗), which yields yj=α+ c−
c+ (xj−α)−

c−∆t, s∗=∆t− xj−α

c+ . The characteristic ODE for z(s)=u(s,x(s)) becomes d
ds u−(s,x(s))=0

(0≤s≤s∗) and d
ds u+(s,x(s))=0 (s∗≤s≤∆t). Using the interface condition [u]=0, it follows

u+(tn+1,xj)=u+(s∗,α)=u−(s∗,α)=u−(tn,yj). Similarly, with the characteristic ODE for

ux(s,x(s)) and the relation [cux] = 0, we obtain u+
x (tn+1,xj) = u+

x (s
∗,α) = c−

c+ u−
x (s

∗,α) =
c−
c+ u−

x (tn,yj).

Thus we arrive at a CIP scheme for Eq. (3.1): Let H+ and H− be cubic polynomials
defined by (3.2) and (3.3). If α≤ xj−c+∆t,

un+1
j =H+(xj−c+∆t), vn+1

j =H+
x (xj−c+∆t). (3.5)

And, if xj−c+∆t≤α,

un+1
j =H−(yj), vn+1

j =
c−

c+
H−

x (yj). (3.6)

where yj =α+ c−
c+ (xj−α)−c−∆t.

It seems one must appropriately choose either (3.5) or (3.6) according to the condition
α ≤ xj−c+∆t or xj−c+∆t ≤ α. However, we can avoid this treatment, and the update
scheme at the irregular point is solely based on (3.5). One can show that if xj−c+∆t≤α,
the numerical solution is also given by (3.5), i.e.,

un+1=H−(yj)=H+(xj−c+∆t), vn+1=
c−

c+
H−

x (yj)=H+
x (xj−c+∆t). (3.7)

Indeed, from c+

c− (yj−α)= xj−c+∆t−α and (3.4), we have

a−
ℓ
(yj−α)ℓ= a+

ℓ

(

c+

c−

)ℓ

(yj−α)ℓ= a+
ℓ
(xj−c+∆t−α)ℓ,

c−

c+
a−
ℓ
(yj−α)ℓ−1= a+

ℓ

(

c+

c−

)ℓ−1

(yj−α)ℓ−1= a+
ℓ
(xj−c+∆t−α)ℓ−1,

which implies (3.7).

Fig. 1(b) illustrates that how H+(xj−c+∆t) correctly updates the function value and

its derivative un+1
j and vn+1

j at the irregular grid even when xj−c+∆t ≤ α. The update

(3.6) is not necessary for the computation of the numerical solution.

Here is the summary of the IIM-CIP.
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IIM-CIP1 Construct the cubic profile on each interval. If the interval is irregular, then
construct the immersed interface cubic profile.

IIM-CIP2 Update un+1
j and vn+1

j : If xj is a regular grid, use (2.3) with λ= c∆t
∆x where c=c−

if xj <α or c= c+ if α< xj. If xj is the irregular grid, use (3.5).

It is worth pointing out that if c is a continuous constant, then H+(x)=H−(x) by (3.4),
and thus the profile H(x) is identical to the cubic interpolated polynomial.

Let us consider the advection equation ut−(cu)x=0, with c>0. Assume that an inter-
face locates x=α∈ [xj−1,xj]. Then xj−1 is an irregular point and the numerical solutions
at xj−1 are give by

un+1
j−1 =H−(xj−1+c−∆t), vn+1

j−1 =H−
x (xj−1+c−∆t).

Interface condition [cu] = 0. The interface condition yields to the interface relations

[ci ∂iu
∂xi ]=0, i∈N. We define the immersed interface polynomial H± using the conditions

[cu]=0, [c2ux]=0, [c3uxx]=0, [c4uxxx]=0,

and the interpolation condition (3.3). The numerical solutions are given by the same form
as

un+1
j =H+(xj−c+∆t), vn+1

j =H+
x (xj−c+∆t).

Case 2. The interface locates on a grid point.

So far we have assumed that the interface does not coincide with any grid points, i.e,
α 6= xk for all k∈N. Here we consider the case α= xk for a grid xk. The treatment of the
case is much simpler than the approach discussed so far. Let us consider the case [u]=0.
Then at the interface we have

u−(xk)=u+(xk), c−u−
x (xk)= c+u+

x (xk).

The last equation suggests that we should introduce a flux v̂k := c−u−
x = c+u+

x as a new
variable at the grid xk. Now the unknown quantities at the grid xk are the function value

uk and the flux v̂k. The one-sided derivatives u±
x at the gird are given by u±

x (xk)=
v̂k
c± . The

cubic interpolation in the interval [xk−1,xk] is defined by

H(xk−1)=uk−1, Hx(xk−1)=vk−1, H(xk)=uk, Hx(xk)=
v̂k

c−
,

and the numerical solutions of the next time step un+1
k and v̂n+1

k are given by

un+1
k =H(xk−c−∆t), v̂n+1

k = c−Hx(xk−c−∆t).

On the other hand, the cubic interpolation in the interval [xk,xk+1] is defined by

H(xk)=uk, Hx(xk)=
v̂k

c+
, H(xk+1)=uk+1, Hx(xk+1)=vk+1,



K. Ito and T. Takeuchi / Commun. Comput. Phys., 16 (2014), pp. 96-114 107

and un+1
k+1 and vn+1

k+1 are given by the usual way.
As for the interface condition [cu] = 0, we introduce ûk := c−u− = c+u+ and v̂k :=

(c−)2u−
x =(c+)2u+

x as new variables at the grid x= xk, and define the cubic interpolation
in the interval [xk−1,xk] by

H(xk−1)=uk−1, Hx(xk−1)=vk−1, H(xk)=
ûk

c−
, Hx(xk)=

v̂k

(c−)2
.

We update ûn+1
k and v̂n+1

k by

ûn+1
k = c−H(xk−c−∆t), v̂n+1

k =(c−)2Hx(xk−c−∆t).

We list up the features and the advantages of IIM-CIP:

(i) The method becomes the standard CIP if the discontinuities in the coefficients disap-
pear.

(ii) The structure of the IIM-CIP is as simple as CIP: The cubic interpolation profile H is
replaced by the immersed interface cubic profile.

(iii) The immersed interface cubic profile is an interpolation for the solution on the irreg-
ular cell, and the third order of accuracy in time and space is achieved in a vicinity
of the interface, which is the same order of accuracy of the standard CIP scheme for
CFL<1.

(iv) No grid refinement is required to maintain the accuracy in a vicinity of the interface.

3.1 Numerical results

In this section we present some numerical results to illustrate IIM-CIP for discontinuous
velocity and verify third order accuracy in time and space.

Example 3.1. We consider the transport equation (3.1) with discontinuity

c(x)=

{

c1, 0≤ x≤α,

c2, α≤ x≤1.

Both of the interface condition [u]=0 and [cu]=0 at the interface x=α are considered. We
apply the IIM-CIP method developed in Section 3. The exact solution for [u]=0 is given
by u(t,x)=u(0,y), where

y=











x−c2t, if x≥α and t≤ x−α
c2

,

x−c1t, if x≤α,
c1
c2
(x−c2t)+(1− c1

c2
)α, otherwise .
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The exact solution for [cu]=0 is u(t,x)= c(y)
c(x)u(0,y).

In the numerical experiments, the spatial domain [0,1] is uniformly discretized with
mesh size ∆x= 1

N for N ∈{100,200,400,800}, and the time step size is ∆t= 0.25∆x. The

location of the interface is set to be α=0.5+
√

2
100 ∼5.1414 so that α falls in an interval for all

N. The velocity is set to be c1=2 and c2=1. The initial condition for the numerical solution

{u0
k}N

k is given by u0
k=u(0,xk), where u(0,x)=exp(− (x−0.2)2

0.052 ). And {v0
k}N

k is computed by

central finite difference of {u0
k}N

k . For each mesh size, the error in the numerical solutions
at time t=0.5 is measured by

ǫ(un) := |un−Un|ℓ∞ , ǫ(vn) := |vn−Vn|ℓ∞ , (3.8)

where un={un
k}N

k=1 and vn={vn
k }N

k=1 are the numerical solutions, and Un={u(tn,xk)}N
k=1

are the grid values of the exact solution and Vn={ux(tn,xk)}N
k=1 are the grid values of its

derivative at tn =0.5.
Plots of Fig. 3 show numerical solutions (dot) and exact solutions (solid line) at time

t=0.14 (left), t=0.17 (center) and t=0.25 (right) to the transport equation with the jump
condition [u] = 0 at α. The mesh size 1

200 is used to compute the numerical solutions.
The vertical solid line indicates the location of the interface. As the wave passes the
interface, it slows down and becomes narrower. No spurious oscillation is observed in
the numerical solutions.

Numerical solutions and the exact solution for the interface condition [cu] is plotted
in Fig. 4. The exact solution u has a jump discontinuity at the interface. We see that
the numerical solution also exhibits the distinct jump at the interface. A magnification
of the figure at time t = 0.14 around the interface is depicted in Fig. 5 so that the jump
discontinuity in the numerical solution and the exact solution are more visible. We can
see that the numerical solution almost coincides with the exact solution.

Plots of Fig. 2 and Table 1 show the error in the computed solutions at t=0.5 against
the number of mesh N. Grid refinement studies confirm that the third order accuracy
in time and space for the numerical solution un is achieved at all grid points. We also
observe that the numerical solution vn is of the third order in time and space as well.

In [17], an immersed interface method is presented for a piecewise constant velocity.
A piecewise quadratic interpolation on a cell [xj−1,xj] which contains a jump discontinu-

Table 1: Numerical errors in the solutions and the order of convergence of the IIM-CIP method.

Interface condition [u]=0 [cu]=0

N 100 200 400 800 100 200 400 800

ǫ(un) 5.50e-2 1.03e-2 1.41e-3 1.79e-4 1.10e-1 2.07e-2 2.82e-3 3.58e-4

order 2.47 2.80 2.97 2.40 2.87 2.97

ǫ(vn) 6.13 1.10 1.57e-1 2.00e-2 12.2 2.20 3.15e-1 4.01e-2

order 2.40 2.87 2.97 2.47 2.80 2.97
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Figure 2: The third order convergence against the number of mesh N of the numerical error in the numerical
solution by the IIM-CIP. The error is computed by (3.8) at t=0.5.
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Figure 3: 1-D transport with c1 = 2 and c2 = 1 and jump condition [u] = 0. The vertical solid line indicates

the interface α=0.5+
√

2
100 . The plots are the numerical solution (dot) and the exact solution (solid) at t=0.14

(left), t=0.17 (center), t=0.25 (right). The mesh size is 1
200 .
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Figure 4: 1-D transport with c1 = 2 and c2 = 1 and jump condition [cu] = 0. The vertical solid line indicates

the interface α=0.5+
√

2
100 . The plots are the numerical solution (dot) and the exact solution (solid) at t=0.14

(left), t=0.17 (center), t=0.25 (right). The mesh size is 1
200 .

ity in c(x) is constructed based on the immersed interface method and solution values
at local three grid points. The underlined time integration method used is Lax-Wendorff
method. The method causes visible oscillations in the numerical solution due to the fact
that the Lax-Wendroff scheme is dispersive.
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Figure 5: The plots are the numerical solution (dot) and the exact solution (solid) at t = 0.14 around the
interface x=0.5.

4 IIM-CIP for Maxwell’s equations in one dimension

Let us consider one dimensional Maxwell’s equations (1.2) for x∈[0,1], t>0, with periodic
boundary condition. We begin with the case µ and ε are constants. The solution update
scheme is based on the D’Alambert formula:

H(tn+1,x)=
H(tn,x−c∆t)+H(tn ,x+c∆t)

2
− E(tn,x−c∆t)−E(tn ,x+c∆t)

2cµ
,

E(tn+1,x)=
E(tn,x−c∆t)+E(tn ,x+c∆t)

2
− H(tn,x−c∆t)−H(tn ,x+c∆t)

2cǫ
,

where c= 1√
µǫ . The formula follows from the fact that the transformations

u1=
√

µH−
√

εE, u2=
√

µH+
√

εE,

satisfy the transport equations u1
t +cu1

x =0, u2
t −cu2

x =0.
Let us denote the numerical solution to H(tn,xk), Hx(tn,xk), E(tn,xk) and Ex(tn,xk) by

Hn
k , Hn

x,k, En
k and En

x,k, respectively. Let hk−1,k(x) and ek−1,k(x) be the cubic polynomials
on the grid [xk−1,xk] at time t= tn determined by the conditions

hk−1,k(xk−1)=Hn
k−1, hk−1,k

x (xk−1)=Hn
x,k−1, hk−1,k(xk)=Hn

k , hk−1,k
x (xk)=Hn

x,k,

ek−1,k(xk−1)=En
k−1, ek−1,k

x (xk−1)=En
x,k−1, ek−1,k(xk)=En

k , ek−1,k
x (xk)=En

x,k.

Let us assume the CFL number is less or equal to 1. Then xk−c∆t ∈ [xk−1,xk] and CIP
scheme for Eq. (1.2) is given by

Hn+1
k =

hk−1,k(xk−c∆t)+hk,k+1(xk+c∆t)

2
− ek−1,k(xk−c∆t)−ek,k+1(xk+c∆t)

2cµ
,

En+1
k =

ek−1,k(xk−c∆t)+ek,k+1(xk+c∆t)

2
− hk−1,k(xk−c∆t)−hk,k+1(xk+c∆t)

2cε
,
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and Hn+1
x,k and En+1

x,k are given by replacing the polynomials within Hn+1
k and En+1

k with
the derivatives.

Now we consider the Maxwell’s equations with ε and µ being piecewise constants,
i.e., ε= ε− and µ=µ− in x<α and ε= ε+ and µ=µ+ in α< x. The interface conditions for
H and E at the interface are [H]=0 and [E]=0. The interface relations are

[H]=0,

[

1

ε
Hx

]

=0,

[

1

µε
Hxx

]

=0,

[

1

µε2
Hxxx

]

=0,

[E]=0,

[

1

µ
Ex

]

=0,

[

1

µε
Exx

]

=0,

[

1

µ2ε
Exxx

]

=0,

which are obtained in a usual manner in IIM; first differentiating the relation [H]=0 with
respect to t, then substituting the equation µHt = Ex to get

[

1
µ Ex

]

= 0. Differentiate this

relation again with respect to t and substitute εEt =Hx, we obtain
[

1
µε Hx

]

=0. The others

are given by repeating this procedure.
Let us assume that the interface x= α is included in [xj−1,xj]. Let us denote the im-

mersed interface cubic profiles for H and E on the cell [xj−1,xj] by h±(x) and e±(x) re-
spectively. From the interface relations,

h±(x)= a0+ε±a1
x−α

∆x
+(µε)±

a2

2

( x−α

∆x

)2
+(µε2)±

a3

3!

( x−α

∆x

)3
,

e±(x)=b0+µ±b1
x−α

∆x
+(µε)±

b2

2

( x−α

∆x

)2
+(µ2ε)±

b3

3!

( x−α

∆x

)3
.

The coefficients a and b are determined by the interpolation condition at two end points
xj−1, xj, i.e.,

A(ǫ,µ)a=(Hn
j ,∆x Hn

x,j,H
n
j−1,∆x Hn

x,j−1)
⊤, A(µ,ǫ)b=(En

j ,∆x En
x,j,E

n
j−1,∆x En

x,j−1)
⊤,

where

A(ǫ,µ)=















1 ε+θ
(µε)+θ2

2
(µε2)+θ3

3!

0 ε+ (µε)+θ
(µε2)+θ2

2

1 ε−(θ−1) (µε)−(θ−1)2

2
(µε2)−(θ−1)3

3!

0 ε− (µε)−(θ−1) (µε2)−(θ−1)2

2















, θ=
xj−α

∆x
.

The numerical solutions Hn+1
j and En+1

j at the irregular point xj are then given by

Hn+1
j =

h+(xj−c+∆t)+hj,j+1(xj+c+∆t)

2
− e+(xj−c+∆t)−ej,j+1(xj+c+∆t)

2c+µ+
,

En+1
j =

e+(xj−c+∆t)+ej,j+1(xj+c+∆t)

2
− h+(xj−c+∆t)−hj,j+1(xj+c+∆t)

2c+ε+
,
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where c+=
(√

µ+ǫ+
)−1

. Hn+1
x,j and En+1

x,j are given by replacing the polynomials within

Hn+1
j and En+1

j with the derivatives. We note that the point xj−1 is also an irregular point,

and the immersed interface cubic profiles are used to update the numerical solutions at
this point. For instance, Hn+1

j−1 is given as

Hn+1
j−1 =

hj−2,j−1(xj−1−c−∆t)+h−(xj−1+c−∆t)

2
− ej−2,j−1(xj−1−c−∆t)−e−(xj−1+c−∆t)

2c−µ− ,

where c−=
(√

µ−ǫ−
)−1

.

We investigate the performance of the IIM-CIP for the Maxwell’s equations. Consider
the Maxwell’s equations (1.2) with

ε(x)=

{

ε−=1, 0≤ x≤α,

ε+= 4
3 , α≤ x≤1.

, µ(x)=

{

µ−=1, 0≤ x≤α,

µ+=3, α≤ x≤1.

where α = 0.5+ ∆x
2 . The spatial domain [0,1] is uniformly discretized with mesh size

∆x= 1
400 , and the time step size is ∆t=∆x. The E field is excited at x=0 by the sine and

square wave pulse

f (t)=sin
( 2πt

40∆x

)

(0≤ t≤0.1), f (t)=1 (0.2≤ t≤0.3), f (t)=0 otherwise.

The wave speed c = 1√
εµ takes 1 in x ≤ α and 0.5 in α ≤ x. On the left of the interface,

the medium is vacuum, and the medium on the right is a dielectric with ε+= 4
3 ,µ+= 3.

The impedances of the media are Z1 = 1 on the left and Z2 =
3
2 on the right. Since the

amplitudes of the generated fields H and E are 0.5, the amplitudes of the reflective and
the transmitted field E will be Z2−Z1

Z2+Z1
0.5=0.1 and 2Z2

Z2+Z1
0.5=0.6, respectively, and those of

H field will be Z2−Z1

Z1(Z2+Z1)
0.5=0.1 and 2

Z2+Z1
0.5=0.4, respectively.

The numerical results are shown in Fig. 6. The numerical solutions to H(t,x) (left
column) and E(t,x) (right column) at time t=0.15, t=0.65 and t=1 are depicted. There
are no significant oscillations observed in the vicinity of the interface, and the magnitudes
of the computed solution are all almost coincide with the exact ones.

5 Conclusion

We have proposed a numerical scheme for one-dimensional hyperbolic equations in dis-
continuous medias. We showed that the immersed interface cubic profile maintains the
accuracy of the solution at the interface.
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Figure 6: 1-D Maxwell’s equations with µ−= ε− = 1 (x < 0.5+ ∆x
2 )and µ+ = 3, ε+ = 4

3 (0.5+ ∆x
2 ≤ x). The

interface condition [H]= [E]=0 is imposed at the interface x=0.5+ ∆x
2 (vertical line). The left plots are snap

shots of the numerical solutions to H at t=0.15,t=0.65 and t=1. The right plots are the numerical solution
to E at the same time. The mesh size is 1

400 .
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