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Abstract. We study the global well-posedness of the initial-value problem for the 2D
Boussinesq-Navier-Stokes equations with dissipation given by an operator L that can
be defined through both an integral kernel and a Fourier multiplier. When the opera-
tor L is represented by |ξ|

a(|ξ|) with a satisfying lim|ξ|→∞
a(|ξ|)
|ξ|σ =0 for any σ>0, we obtain

the global well-posedness. A special consequence is the global well-posedness of 2D
Boussinesq-Navier-Stokes equations when the dissipation is logarithmically supercrit-
ical.
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1 Introduction

In this paper, we focused on the initial-value problem (IVP) for the Boussinseq-Navier-
Stokes equations with dissipation given by a general integral operator,

∂tu+u·∇u+Lu=−∇p+θe2,
∂tθ+u·∇θ=0,
∇·u=0,
u(x,0)=u0(x), θ(x,0)= θ0(x),

(1.1)
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where u :R2→R2 is a vector field denoting the velocity, θ :R2→R is a scalar function, e2
is the unit vector in the x2 direction, and L is a nonlocal dissipation operator defined by

L f (x)= p.v.
∫

R2

f (x)− f (y)
|x−y|2 m(|x−y|)dy (1.2)

and m : (0,∞)→ (0,∞) is a smooth, positive, non-increasing function, which obeys

(i) there exists C1>0 such that

rm(r)≤C1 for all r≤1;

(ii) there exists C2>0 such that

r|m′(r)|≤C2m(r) for all r>0;

(iii) there exists β>0 such that

rβm(r) is non-increasing.

This type of dissipation operator was introduced by Dabkowski, Kiselev, Silvestre and
Vicol when they study the well-posedness of slightly supercritical active scalar equations
[13]. As pointed out in [13], L can be equivalently defined by a Fourier multiplier, namely

L̂ f (ξ)=P(|ξ|) f̂ (ξ) (1.3)

for P(|ξ|)=m( 1
|ξ| ) when P(ξ) satisfies the following conditions:

1. P satisfies the doubling condition: for any ξ∈R2,

P(2|ξ|)≤ cDP(|ξ|)

with constant cD ≥1;

2. P satisfies the Hormander-Mikhlin condition (see [33]): for any ξ∈R2,

|ξ||k| |∂k
ξ P(|ξ|)|≤ cHP(|ξ|)

for some constant cH ≥1, and for all multi-indices k∈Zd with |k|≤N, with N only
depending on cD;

3. P has sub-quadratic growth at ∞, i.e.∫ 1

0
P(|ξ|−1)|ξ|d|ξ|<∞
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4. P satisfies

(−∆)2P(|ξ|)≥ c−1
H P(ξ)|ξ|−4

for all |ξ| sufficiently large.

Throughout the rest of this paper we assume that L satisfies both (1.2) and (1.3) with
P(|ξ|) = m( 1

|ξ| ) obeying the conditions stated above. Some examples of m(r) are given
below:

m(r)=
1
rα

for r>0 and α∈ (0,1], which yields L=Λα;

m(r)=
1

rlogγ(e+1/r)
for r>0,γ≥0;

m(r)=
1

rloglog(e2+1/r)
for r>0,

where Λ=
√
−∆ denotes the Zygmund operator and corresponds to the Fourier symbol

|ξ| (see, e.g., [33]). Eq. (1.1) can be reformulated in terms of the vorticity ω =∇×u as
follows: 

∂tω+u·∇ω+Lω=∂x1 θ,
∂tθ+u·∇θ=0,
u=∇⊥ψ, ∆ψ=ω,
ω(x,0)=ω0(x), θ(x,0)= θ0(x),

(1.4)

where ∇⊥ = (−∂x2 ,∂x1) and ψ denotes the stream function. Our main result is a global
well-posedness theorem for the IVP (1.1) or (1.4) when L is slightly supercritical. More
precisely, we have the following theorem.

Theorem 1.1. Consider the IVP (1.1) and assume that L satisfies (1.2) and (1.3) with P(|ξ|)=
m( 1

|ξ| ) obeying the aforementioned conditions. We further assume that a(ξ)=a(|ξ|)≡|ξ|/P(|ξ|)
is positive, non-decreasing and satisfies

lim
|ξ|→∞

a(|ξ|)
|ξ|σ =0, ∀σ>0. (1.5)

Let q>2 and let the initial data (u0,θ0) be in the class

u0∈H1(R2), ω0∈Lq(R2)∩B0
∞,1(R

2) , θ0∈L2(R2)∩B0,a2

∞,1(R
2),

where ω0=∇×u0 is the initial vorticity. Then (1.1) has a unique global solution (u,θ) satisfying,
for all t>0,

u∈L∞
t H1, ω∈L∞

t Lq∩L1
t B0

∞,1, θ∈L∞
t L2∩L∞

t B0,a2

∞,1∩L1
t B0,a

∞,1.
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Here B0
∞,1 denotes an inhomogeneous Besov space, whose precise definition is given

in the appendix, and Bs,a
q,r with a≥ 0 being a non-decreasing function is defined through

the norm
∥ f ∥Bs,a

q,r
=∥2jsa(2j)∥∆j f ∥Lq∥lr <∞, (1.6)

where ∆j denotes the Fourier localization operator, defined in the appendix. A special
consequence of Theorem 1.1 is the global existence and uniqueness of classical solutions
of (1.1) with logarithmically supercritical dissipation,

L̂u(ξ)=P(|ξ|)û(ξ)≡ |ξ|
logγ(e+|ξ|) û(ξ) for any γ≥0. (1.7)

Corollary 1.1. Consider the IVP (1.1) with L given by (1.7). Assume that (u0,θ0)∈Hs+1(R2)×
Hs(R2) with s> 1. Then IVP (1.1) with L given by (1.7) has a unique global solution (u,θ)∈
L∞([0,T];Hs+1(R2)×Hs(R2)) for any T>0.

We are mainly motivated by very recent progress on the global regularity issue con-
cerning the 2D Boussinesq equations with fractional Laplacian dissipation or with partial
dissipation (see, e.g., [1,2,5,6,8,11,14,15,17–24,27,29,30]). The Boussinesq type equations
model geophysical fluids and play a very important role in the study of Raleigh-Bernard
convection (see, e.g., [10, 16, 25, 31]). Mathematically, the 2D Boussinesq equations serve
as a lower dimensional model of the 3D hydrodynamics equations. In fact, the Boussi-
nesq equations retain some key features of the 3D Navier-Stokes and the Euler equations
such as the vortex stretching mechanism. As pointed out in [26], the inviscid Boussinesq
equations can be identified with the 3D Euler equations for axisymmetric flows. In [20]
Hmidi, Keraani and Rousset studied the Boussinseq-Navier-Stokes system with critical
dissipation, namely (1.1) with

Lu=Λu or L̂u(ξ)= |ξ|û(ξ),

and obtained the global well-posedness. Our intention here has been to explore how far
one can go beyond the critical dissipation and still prove the global regularity. Theo-
rem 1.1 obtains the global well-posedness when the critical dissipation is reduced by a
factor weaker than any algebraic power such as any power of a logarithm. This result
is compatible with a recent work of Chae and Wu [8], in which they studied a general-
ized Boussinesq-Navier-Stokes system with a velocity field logarithmically more singular
than the one determined by the vorticity through the 2D Biot-Savart law.

We now explain the main difficulty that one encounters in the study of the global
regularity of solutions to (1.1). One key step in proving the global regularity is to establish
suitable global a priori bounds for the solutions. Clearly, u is bounded a priori in L2 and
θ in Lq for any q∈ [2,∞] if they are initially so. To obtain global a priori bounds for the
Sobolev norms, we make use of the vorticity equation

∂tω+u·∇ω+Lω=∂x1 θ.
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But due to the “vortex stretching” term ∂x1 θ, a simple energy estimate will not lead to a
global bound for ∥ω∥L2 unless Lω is very dissipative. In the case of the critical dissipation
Lω = Λω, Hmidi, Kersaani and Rousset [20] were able to overcome this difficulty by
considering a new quantity ω−Λ−1∂x1 θ to hide ∂x1 θ. Following their idea, we consider
the combined quantity

G=ω−Raθ with Ra =L−1∂x1 , (1.8)

which satisfies
∂tG+u·∇G+LG=[Ra,u·∇]θ. (1.9)

This equation can be obtained by taking the difference of the equations for ω and for Raθ.
Of course, the trade-off is now to deal with the commutator [Ra,u·∇]θ. After obtaining a
general bound for this commutator, we are able to prove global a priori bounds for ∥G∥L2 .
By fully exploiting the lower bound for the dissipation and suitably controlling the term
associated with the commutator, we can further bound ∥G∥Lq for q∈ (2,4). In order to
show a global bound for ∥G∥Lq and ∥ω∥Lq with q≥ 4, the strategy is first to bound the
space-time norm of ∥G∥L̃r

t Bs
q,1

and consequently ∥G∥L1
t B0,a

∞,1
. Making use of the relation (1.8)

and bounding ∥θ∥
L1

t B0,a2
∞,1

in terms of ∥∇u∥L1
t L∞ algebraically, we establish global bounds

for ∥ω∥L1
t B0,a

∞,1
and for ∥θ∥

L1
t B0,a2

∞,1
, which, in turn, are sufficient for the global bound ∥ω∥Lq

for any q≥2. These global bounds guarantee a global solution. To show the uniqueness,
we consider the difference of two solutions (u(1),θ(1)) and (u(2),θ(2)) and show that the
difference must vanish by controlling the velocity difference in B0

2,∞ and the difference
θ(2)−θ(1) in B−1,a

2,∞ .
The rest of this paper is divided into six sections and one appendix. Section 2 provides

several estimates including lower bounds associated with the dissipative operator L and
a commutator estimate. Section 3 proves a global bound for ∥G∥L2 and for ∥ω∥

B0,a−1
2,2

.

2 Preliminary estimates

This section provides several estimates to be used throughout the rest of the paper. First
we recall two bounds from [7] for ∥∆jv∥Lp and ∥SNv∥Lp when v is related to ω through

v=RQω,

where R denotes the standard Riesz transform and Q a very general Fourier multiplier
operator (See Condition 1.1 in [7, p.36]). Here ∆j denotes the Fourier localization opera-
tor and Sj denotes the identity approximation operator (see the appendix for their defini-
tions). Next we derive some pointwise and Lebesgue-normed estimates associated with
the dissipative operator L. In addition, a generalized Bernstein type inequality involving
L is also obtained. Finally we prove an estimate for the commutator [Ra,u]F.
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Lemma 2.1. Assume that v and ω are related through

v=RQω,

where R denotes the standard Riesz transform and Q a Fourier multiplier operator satisfying
Condition 1.1 in [7, p.36]. Then, for any integer j≥0 and N≥0,

∥SNv∥Lp ≤Cp Q(C02N)∥SNω∥Lp , 1< p<∞,

∥∆jv∥Lq ≤CQ(C02j)∥∆jω∥Lq , 1≤q≤∞,

where Cp is a constant depending on p only, C0 and C are pure constants.

Throughout the rest of this paper, L denotes the operator defined by both (1.2) and
(1.3). In addition, we recall that

a(|ξ|)≡ |ξ|
P(|ξ|) , Ra =L−1∂x1 . (2.1)

The first two lemmas provide lower bounds involving L. These bounds are useful when
we estimate the Lp-norms of the solution. The idea of proving them is similar to [12].

Lemma 2.2. Let L be the operator defined by (1.2). Then, for p>1,

| f (x)|p−2 f (x)(L f (x))≥ 1
p
L(| f |p).

Proof. By (1.2),

L f (x)= p.v.
∫ f (x)− f (y)

|x−y|d m(|x−y|)dy

and thus

| f (x)|p−2 f (x)L f (x)= p.v.
∫ | f (x)|p−| f (x)|p−2 f (x) f (y)

|x−y|d m(|x−y|)dy.

By Young’s inequality,

| f (x)|p−2 f (x) f (y)≤| f (x)|p−1| f (y)|≤ p−1
p

| f (x)|p+ 1
p
| f (y)|p.

Therefore,

| f (x)|p−2 f (x)L f (x)

≥ 1
p

p.v.
∫ p| f (x)|p−(p−1)| f (x)|p−| f (y)|p

|x−y|d m(|x−y|)dy

≥ 1
p
L(| f |p).

This completes the proof of Lemma 2.2.
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Lemma 2.3. Let L be the operator defined by (1.2). Then, for p≥2,∫
| f |p−2 f (L f )dx≥ 2

p

∫ ∣∣∣L 1
2 (| f |

p
2 )
∣∣∣2 dx.

Proof. The p=2 case is trivial. For p>2, let β= p
2 −2. By Lemma 2.2,∫

| f |p−2 f (L f )dx=
∫
| f |

p
2 | f |β f (L f )dx

≥
∫
| f |

p
2

2
p
(L(| f |

p
2 )dx

=
2
p

∫ ∣∣∣L 1
2 (| f |

p
2 )
∣∣∣2 dx.

This completes the proof of Lemma 2.3.

The following lemma is a generalized version of the Bernstein type inequality associ-
ated with the operator L.

Lemma 2.4. Let j≥0 be an integer and p∈ [2,∞). Let L be defined by (1.2) and (1.3). Then, for
any f ∈S(Rd),

P(2j)∥∆j f ∥p
Lp(Rd)

≤C
∫

Rd
|∆j f |p−2∆j fL∆j f dx, (2.2)

where C is a constant depending on p and d only.

Proof. The case when p= 2 simply follows from Plancherel’s theorem. Now we assume
p>2. The proof modifies the corresponding ones in [9, 17]. Let N>0 be an integer to be
specified later. Clearly,

∥Λ(|∆j f |
p
2 )∥L2 ≤∥SNΛ(|∆j f |

p
2 )∥L2+∥(Id−SN)Λ(|∆j f |

p
2 )∥L2 ≡ I1+ I2.

By the standard Bernstein inequality (see the appendix), for s>0,

I2≤C2−Ns∥|∆j f |
p
2 ∥B1+s

2,2
.

Applying Lemma 3.2 of [9], we have, for s∈ (0,min( p
2 −1,2)),

∥|∆j f |
p
2 ∥B1+s

2,2
≤C∥∆j f ∥

p
2 −1
B0

p,2
∥∆j f ∥B1+s

p,2
≤C2j(1+s)∥∆j f ∥

p
2
Lp .

Therefore,
I2≤C2−Ns2j(1+s)∥∆j f ∥

p
2
Lp .

By Lemma 2.1,

I1 :=∥SNΛL− 1
2 L 1

2 (|∆j f |
p
2 )∥L2 ≤C2N (P(2N))−

1
2 ∥L 1

2 (|∆j f |
p
2 )∥L2 .
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Combining the estimates leads to

∥Λ(|∆j f |
p
2 )∥L2 ≤C2−Ns2j(1+s)∥∆j f ∥

p
2
Lp +C2N(P(2N))−

1
2 ∥L 1

2 (|∆j f |
p
2 )∥L2 .

By the generalized Bernstein inequality for Λ in [9],

2j∥∆j f ∥
p
2
Lp ≤C∥Λ(|∆j f |

p
2 )∥L2 .

Therefore,

2j∥∆j f ∥
p
2
Lp ≤C2−Ns2j(1+s)∥∆j f ∥

p
2
Lp +C2N(P(2N))−

1
2 ∥L 1

2 (|∆j f |
p
2 )∥L2 . (2.3)

We now choose j<N≤ j+N0 with N0 independent of j such that

C2−(N−j)s ≤ 1
2

.

(2.2) then follows from (2.3). This completes the proof of Lemma 2.4.

To prove the estimates for the commutator [Ra,u]F, we first state a fact given by the
following lemma.

Lemma 2.5. Consider two different cases: δ∈ (0,1) and δ=1.

1. Let δ∈ (0,1) and q∈ [1,∞]. If |x|δh∈L1, f ∈ B̊δ
q,∞ and g∈L∞, then

∥h∗( f g)− f (h∗g)∥Lq ≤C∥|x|δϕ∥L1 ∥ f ∥B̊δ
q,∞
∥g∥L∞ , (2.4)

where C is a constant independent of f ,g and h.

2. Let δ=1. Let q∈ [1,∞]. Let r1∈ [1,q] and r2∈ [1,∞] satisfying 1
r1
+ 1

r2
=1. Then

∥h∗( f g)− f (h∗g)∥Lq ≤C∥|x|h∥Lr1 ∥∇ f ∥Lq ∥g∥Lr2 , (2.5)

Here B̊δ
q,∞ denotes a homogeneous Besov space, as defined in the appendix. (2.4) is

taken from [8] while (2.5) was obtained in [20, p.426]. We also recall the definition of the
Besov type norm

∥ f ∥Bs,a
q,r
=∥2jsa(2j)∥∆j f ∥Lq∥lr <∞, (2.6)

as defined in (1.6) or in (A.5) in the appendix. With these notation at our disposal, we are
ready to state and prove the commutator estimate.

Proposition 2.1. Let a and Ra be defined as in (2.1). Assume

p∈ [2,∞), q∈ [1,∞], 0< s<δ.

Let [Ra,u]F=Ra(uF)−uRaF be a standard commutator. Then

∥[Ra,u]F∥Bs,a
p,q
≤C(∥u∥B̊δ

p,∞
∥F∥

Bs−δ,a2
∞,q

+∥u∥L2 ∥F∥L2),

where C denotes a constant independent of a and Ra.



KC D, Regmi D and Tao L et al. / J. Math. Study, 57 (2024), pp. 101-132 109

Proof of Proposition 2.1. Let j ≥−1 be an integer. Using the notion of paraproducts, we
decompose ∆j[Ra,u]F into three parts,

∆j[Ra,u]F= I1+ I2+ I3,

where

I1 := ∑
|k−j|≤2

∆j(Ra(Sk−1u·∆kF)−Sk−1u·Ra∆kF),

I2 := ∑
|k−j|≤2

∆j(Ra(∆ku·Sk−1F)−∆ku·RaSk−1F),

I3 := ∑
k≥j−1

∆j(Ra(∆ku·∆̃kF)−∆kuRa ·∆̃kF).

When the operator Ra acts on a function whose Fourier transform is supported on an
annulus, it can be represented as a convolution kernel. Since the Fourier transform of
Sk−1u·∆kF is supported on an annulus around the radius of 2k, we can write

hk⋆(Sk−1u·∆kF)−Sk−1u·(hk⋆∆kF),

where hk is given by the inverse Fourier transform of iξ1P−1(|ξ|)Φ̃k(ξ), namely

hk(x)=
(

iξ1P−1(|ξ|)Φ̃k(ξ)
)∨

(x).

Here Φ̃k(ξ)∈C∞
0 (R2), Φ̃k(ξ) is also supported on an annulus around the radius of 2k and

is identically equal to 1 on the support of Sk−1u·∆kF. Therefore, recalling (2.1), we can
write

iξ1P−1(|ξ|)Φ̃k(ξ)= i
ξ1

|ξ| Φ̃0(2−kξ)a(|ξ|).

Therefore,

hk(x)=22k h0(2kx)∗a∨(x), h0(x)=
(

ξ1

|ξ| Φ̃0(ξ)

)∨
.

By Lemma 2.5,

∥I1∥Lp ≤C∥|x|δhj∥L1∥Sj−1u∥B̊δ
p,∞

∥∆jF∥L∞

≤C2−δj a(2j)∥Sj−1u∥B̊δ
p,∞

∥∆jF∥L∞ .

I2 in Lp can be estimated as follows,

∥I2∥Lp ≤C2−δj a(2j)∥Sj−1F∥L∞∥∆ju∥B̊δ
p,∞

≤C2−δj a(2j) ∑
m≤j−1

∥∆mF∥L∞ ∥∆ju∥B̊δ
p,∞
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=C2−sja−1(2j) ∑
m≤j−1

2(s−δ)(j−m) a2(2j)

a2(2m)
2(s−δ)ma2(2m)∥∆mF∥L∞∥∆ju∥B̊δ

p,∞
.

The estimate of ∥I3∥Lp is different. We need to distinguish between low frequency and
high frequency terms. For j=0,1, the terms in I3 with k=−1,0,1 have Fourier transforms
containing the origin in their support and the lower bound part of Bernstein’s inequality
does not apply. To deal with these low frequency terms, we take advantage of the com-
mutator structure and bound them by Lemma 2.5. The kernel h corresponding to Ra still
satisfies, for any r1∈ (1,∞),

∥|x|h∥Lr1 ≤C.

Therefore, by Lemma 2.5 and Bernstein’s inequality, for j=0,1 and k=−1,0,1,

∥∆j(Ra(∆ku·∆̃kF)−∆ku·Ra∆̃kF)∥Lp ≤C∥|x|h∥Lr1 ∥∇∆ku∥Lp ∥∆kF∥Lr2

≤C∥u∥L2 ∥F∥L2 .

where 1
r1
+ 1

r2
=1. For the high frequency terms, we do not need the commutator structure.

By Lemma 2.1 and Hölder’s inequality,

∥I31∥Lp ≡
∥∥∥∥∥ ∑

k≥j−1
∆j(Ra(∆ku·∆̃kF))

∥∥∥∥∥
Lp

≤ ∑
k≥j−1

Ca(2j)∥∆ku∥Lp ∥∆kF∥L∞

≤C a(2j) ∑
k≥j−1

2−δk 2δk∥∆ku∥Lp ∥∆kF∥L∞

≤C2−sj a−1(2j)∥u∥B̊δ
p,∞ ∑

k≥j−1
2s(j−k) a2(2j)

a2(2k)
2(s−δ)ka2(2k)∥∆kF∥L∞ .

I32≡∑k≥j−1 ∆ku·Ra∆̃kF admits the same bound. Therefore, by the definition of the norm
in (2.6),

∥[Ra,u]F∥Bs,a
p,q
≤
[

∑
j≥−1

2qsjaq(2j)∥I1∥
q
Lp

] 1
q

+

[
∑

j≥−1
2qsjaq(2j)∥I2∥q

Lp

] 1
q

+

[
∑

j≥−1
2qsjaq(2j)(∥I31∥

q
Lp +∥I32∥q

Lp)

] 1
q

+C∥u∥L2 ∥F∥L2 .

The first term on the right is clearly bounded by

C∥u∥B̊δ
p,∞

[
∑

j≥−1
2q(s−δ)ja2q(2j)∥∆jF∥

q
L∞

] 1
q

=C∥u∥B̊δ
p,∞

∥F∥
Bs−δ,a2

∞,q
.
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Due to s<δ, (1.5) and a convolution inequality for series,

[
∑

j≥−1
2qsjaq(2j)∥I2∥q

Lp

] 1
q

≤C∥u∥B̊δ
p,∞

∥F∥
Bs−δ,a2

∞,q
.

Thanks to 0< s, (1.5) and a convolution inequality for series,

[
∑

j≥−1
2qsjaq(2j)∥I31∥

q
Lp

] 1
q

≤C∥u∥B̊δ
p,∞

∥F∥
Bs−δ,a2

∞,q
.

This completes the proof of Proposition 2.1.

3 Global a priori bound for ∥ω∥
B0,a−1

2,2

This section establishes a global a priori estimates for ∥G∥L2 and consequently for ∥ω∥
B0,a−1

2,2
.

Proposition 3.1. Assume that the initial data (u0,θ0) satisfies the conditions in Theorem 1.1.
Let (u,θ) be the corresponding solution and let ω=∇×u be the vorticity. Let

G=ω−Raθ, Ra =L−1∂x1 . (3.1)

Then, for any t≥0,

∥G∥2
L2+

∫ t

0
∥L 1

2 G(τ)∥2
L2 dτ≤B(t)

and consequently
∥ω(t)∥

B0,a−1
2,2

≤B(t),

where B(t) is integrable on any finite-time interval [0,T].

Proof. Trivially u and θ obey the following global a priori bounds

∥θ(t)∥L2∩L∞ ≤∥θ0∥L2∩L∞ , ∥u(t)∥L2 ≤∥u0∥L2+t∥θ0∥L2 . (3.2)

It is easy to check that G satisfies

∂tG+u·∇G+LG=[Ra,u·∇]θ. (3.3)

Taking the inner product with G leads to

1
2

d
dt
∥G∥2

L2+
∫

GLGdx=
∫

G∇·[Ra,u]θdx. (3.4)
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By the Hölder inequality and the boundedness of Riesz transforms on L2,∣∣∣∣∫ G∇·[Ra,u]θdx
∣∣∣∣≤∥L 1

2 G∥L2 ∥L− 1
2 Λ[Ra,u]θ∥L2 .

Inserting this estimate in (3.4) and applying Young’s inequality, we obtain

d
dt
∥G∥2

L2+∥L 1
2 G∥2

L2 ≤∥L− 1
2 Λ[Ra,u]θ∥2

L2 . (3.5)

By the definition of the norm in (2.6), ∥L− 1
2 Λ f ∥2 ≤∥ f ∥

B
1
2 ,a

1
2

2,2

. Applying Proposition 2.1

with δ> 1
2 and p=q=2, we obtain

∥[Ra,u]θ∥
B

1
2 , a

2
2,2

≤C∥u∥Bδ
2,∞

∥θ∥
B

1
2 −δ,a

3
2

∞,2

+C∥u∥L2 ∥θ∥L2 .

Since u=∇⊥∆−1ω,

∥u∥Bδ
2,∞

= sup
j≥−1

2δj∥∆ju∥L2 ≤∥∆−1u∥L2+sup
j≥0

2δj∥∆j∇⊥∆−1ω∥L2

≤∥u∥L2+sup
j≥0

2(δ−1)j∥∆jω∥L2 ≤∥u∥L2+∥ω∥
B0,a−1

2,2
.

For δ> 1
2 , ∥θ∥

B
1
2 −δ, a2

4
∞,2

≤∥θ∥L∞ . Therefore,

∥L− 1
2 Λ[Ra,u]θ∥L2 ≤∥[Ra,u]θ∥

B
1
2 , a

2
2,2

≤C∥u∥L2 ∥θ∥L2∩L∞ +∥ω∥
B0,a−1

2,2
∥θ∥L∞ . (3.6)

We can bound the ∥ω∥
B0,a−1

2,2
by

∥ω∥
B0,a−1

2,2
≤∥G∥

B0,a−1
2,2

+∥Raθ∥
B0,a−1

2,2
≤∥G∥2+∥θ∥2. (3.7)

Since ∥u∥L2 and ∥θ∥L2∩L∞ are bounded by (3.2), we combine (3.5), (3.6) and (3.7) to obtain
the desired result. This completes the proof of Proposition 3.1.

4 Global a priori bound for ∥G∥Lq with q∈ (2,4)

This section establishes a global a priori bounds for ∥ω∥Lq with q∈ (2,4).

Proposition 4.1. Assume that the initial data (u0,θ0) satisfies the conditions stated in Theorem
1.1. Let (u,θ) be the corresponding solution and G be defined as in (3.1). Then, for any q∈ (2,4),
G obeys the global bound, for any T>0 and t≤T,

∥G(t)∥q
Lq +C

∫ t

0

∫ ∣∣∣L 1
2 (|G|

q
2 )
∣∣∣2 dxdt+C

∫ t

0
∥G∥q

L
2q

1+ϵ

dτ≤B(t), (4.1)
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where C is a constant depending on q only and B(t) is integrable on any finite time interval. A
special consequence is that, for any small ϵ>0,

∥ω(t)∥B−ϵ
q,∞

≤B(t). (4.2)

Proof. Multiplying (3.3) by G|G|q−2 and integrating with respect to x, we obtain

1
q

d
dt
∥G∥q

Lq +
∫

G|G|q−2LGdx=−
∫

G|G|q−2∇·[Ra,u]θdx.

By Lemma 2.3, ∫
G|G|q−2LGdx≥C

∫
|L 1

2 (|G|
q
2 )|2 dx.

Set ϵ>0 to be small, say, for q∈ (2,4),

(1+ϵ)

(
1− 2

q

)
<

1
2

.

Thanks to the condition in (1.5) and by a Sobolev embedding,

∥L 1
2 (|G|

q
2 )∥2

L2 = ∑
j≥−1

∥∆jL
1
2 (|G|

q
2 )∥2

L2

= ∑
j≥−1

2ja−1(2j)∥∆j(|G|
q
2 )∥2

L2

≥C ∑
j≥−1

2(1−ϵ)j∥∆j(|G|
q
2 )∥2

L2

=C∥Λ
1
2−

ϵ
2 (|G|

q
2 )∥2

L2

≥C∥G∥q

L
2q

1+ϵ

.

For q∈ (2,4), we choose s>0 such that

s>ϵ, s+(1+ϵ)

(
1− 2

q

)
=

1
2
−ϵ.

By Hölder’s inequality,∣∣∣∣∫ G|G|q−2∇·[Ra,u]θ
∣∣∣∣≤∥G|G|q−2∥H̊s∥[Ra,u]θ∥H̊1−s .

By Lemma 4.1 below,

∥G|G|q−2∥H̊s ≤C∥G∥q−2

L
2q

1+ϵ

∥G∥
H̊s+(1+ϵ)(1− 2

q )
=C∥G∥q−2

L
2q

1+ϵ

∥G∥
H̊

1
2 −ϵ .
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In addition, due to the condition in (1.5),

∥G∥2
H̊

1
2 −ϵ

= ∑
j≥−1

2j−2ϵj∥∆jG∥2
L2 ≤ ∑

j≥−1
2ja−2(2j)∥∆jG∥2

L2 ≤∥L 1
2 (G)∥2

L2 .

By Proposition 2.1, recalling s>ϵ and u=∇⊥∆−1ω,

∥[Ra,u]θ∥H̊1−s ≤C∥u∥B̊1−s+ϵ
2,∞

∥θ∥B−ϵ,a
∞,2

+C∥u∥L2 ∥θ∥L2

≤C∥ω∥
B0, 1

a
2,2

∥θ∥L∞ +C∥u∥L2∥θ∥L2 .

Putting the estimates together, we obtain

1
q

d
dt
∥G∥q

Lq +C
∫
|L 1

2 (|G|
q
2 )|2 dx+C∥G∥q

L
2q

1+ϵ

≤C∥G∥q−2

L
2q

1+ϵ

∥L 1
2 (G)∥L2

(
∥ω∥

B0, 1
a

2,2

∥θ∥L∞ +C∥u∥L2∥θ∥L2

)
.

Applying Young’s inequality to the right-hand side, noticing that q∈ (2,4) and resorting
to the bounds in Proposition 3.1, we obtain (4.1). (4.2) follows from the inequality

∥ω∥B−ϵ
q,∞

≤∥G∥B−ϵ
q,∞
+∥Raθ∥B−ϵ

q,∞
≤∥G∥Lq +∥θ∥Lq .

This completes the proof of Proposition 4.1.

We have used the following lemma in the proof of Proposition 4.1.

Lemma 4.1. Let q∈ (2,∞), s∈ (0,1), 0<ϵ(q−2)≤2 and f ∈L
2q

1+ϵ ∩ H̊s+(1− 2
q )(1+ϵ). Then

∥| f |q−2 f ∥H̊s ≤C∥ f ∥q−2

L
2q

1+ϵ

∥ f ∥B̊s
2q

2−ϵ(q−2) ,2

≤C∥ f ∥q−2

L
2q

1+ϵ

∥ f ∥
H̊s+(1− 2

q )(1+ϵ) . (4.3)

Proof. This proof modifies that of [20]. Identifying H̊s with B̊s
2,2 and by the definition of

B̊s
2,2, we have

∥| f |q−2 f ∥2
H̊s =

∫ ∥| f |q−2 f (x+y)−| f |q−2 f (x)∥2
L2

|y|2+2s dy.

Thanks to the inequality∣∣| f |q−2 f (x+y)−| f |q−2 f (x)
∣∣≤C

(
| f |q−2(x+y)+| f |q−2(x)

)
| f (x+y)− f (x)|,

we have, by Hölder’s inequality

∥| f |q−2 f (x+y)−| f |q−2 f (x)∥2
L2 ≤C∥ f ∥2(q−2)

L
2q

1+ϵ

∥ f (x+y)− f (x)∥2
Lρ ,
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where
ρ=

2q
2−ϵ(q−2)

.

Therefore,
∥| f |q−2 f ∥2

H̊s ≤C∥ f ∥2(q−2)

L
2q

1+ϵ

∥ f ∥2
B̊s

ρ,2
.

Further applying the Besov embedding inequality

∥ f ∥B̊s
ρ,2
≤C∥ f ∥

H̊s+1− 2
ρ
,

we obtain (4.3) and this completes the proof of Lemma 4.1.

5 Global t a priori bound for ∥G∥L̃r
t Bs

q,1
with q∈ [2,4)

This section proves a global a priori bound for ∥G∥L̃r
t Bs

q,1
with q∈(2,4). This bound serves

as an important step towards a global bound for ∥ω∥Lq with general q∈ [2,∞).

Proposition 5.1. Assume that the initial data (u0,θ0) satisfies the conditions stated in Theorem
1.1. Let

r∈ [1,∞], s∈ [0,1), q∈ (2,4).

Then, for any t>0, G obeys the following global bound

∥G∥L̃r
t Bs

q,1
≤B(t), (5.1)

where B is integrable on any finite-time interval.

Proof. Let j≥−1 be an integer. Applying ∆j to (3.3) yields

∂t∆jG+L∆jG=−∆j(u·∇G)−∆j[Ra,u·∇]θ.

Taking the inner product with ∆jG|∆jG|q−2, we have

1
q

d
dt
∥∆jG∥q

Lq +
∫

∆jG|∆jG|q−2L∆jG= J1+ J2, (5.2)

where

J1 :=−
∫

∆j(u·∇G)∆jG|∆jG|q−2, (5.3)

J2 :=−
∫

∆j[Ra,u·∇]θ ∆jG|∆jG|q−2.

According to Lemma 2.4, for j≥0, the dissipation part can be bounded below by∫
∆jG|∆jG|q−2L∆jG≥CP(2j)∥∆jG∥q

Lq . (5.4)
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By Lemma 5.1 below, J1 can be bounded by

|J1|≤C2j(ϵ+ 2
q )∥ω∥B̊−ϵ

q,∞

[
∥∆jG∥Lq + ∑

m≤j−2
2(m−j) 2

q ∥∆mG∥Lq

+ ∑
k≥j−1

2(j−k)(1− 2
q )∥∆kG∥Lq

]
∥∆jG∥q−1

Lq , (5.5)

where we have taken ϵ to be small positive number, especially

s−1+3ϵ<0.

To bound J2, we first apply Hölder’s inequality and then employ similar estimates as in
the proof of Proposition 2.1 to obtain

|J2|≤∥∆j[Ra,u·∇]θ∥Lq∥∆jG∥q−1
Lq

≤C
(

2jϵa(2j)∥ω∥B̊−ϵ
q,∞
∥θ∥L∞ +∥u∥L2∥θ∥L2

)
∥∆jG∥q−1

Lq . (5.6)

Inserting (5.4), (5.5) and (5.6) in (5.2) and writing the bound for ∥ω(t)∥B−ϵ
q,∞

by B(t), we
obtain

d
dt
∥∆jG∥Lq +C2j a−1(2j)∥∆jG∥Lq ≤C2ϵj a(2j)B(t)

+C2j(ϵ+ 2
q )B(t)

[
∥∆jG∥Lq + ∑

m≤j−2
2(m−j) 2

q ∥∆mG∥Lq

+ ∑
k≥j−1

2(j−k)(1− 2
q )∥∆kG∥Lq

]
.

Due to (1.5), a(2j)≤2ϵj. Integrating in time yields

∥∆jG(t)∥Lq ≤e−C2(1−ϵ)jt∥∆jG(0)∥Lq +C2−j(1−3ϵ)B(t)

+C2j(ϵ+ 2
q )B(t)

∫ t

0
e−C2(1−ϵ)j(t−τ)L(τ)dτ,

where, for notational convenience, we have written

L(t)=
[
∥∆jG∥Lq + ∑

m≤j−2
2(m−j) 2

q ∥∆mG∥Lq + ∑
k≥j−1

2(j−k)(1− 2
q )∥∆kG∥Lq

]
.

Taking the Lr norm in time and applying Young’s inequality for convolution lead to

∥∆jG∥Lr
t Lq ≤C2−

1
r (1−ϵ)j∥∆jG(0)∥Lq +C2−j(1−3ϵ) B̃(t)

+C2j(−1+2ϵ+ 2
q )B̃(t)∥L∥Lr .
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Multiplying by 2js, summing over j≥−1 and noticing s−1+3ϵ<0, we obtain

∥G∥L̃r
t Bs

q,1
≤C∥G(0)∥

Bs−1/r(1−ϵ)
q,1

+CB̃(t)+K1+K2+K3, (5.7)

where

K1 :=C ∑
j≥−1

2j(−1+2ϵ+ 2
q ) B̃(t)2js∥∆jG∥Lr

t Lq ,

K2 :=C ∑
j≥−1

2j(−1+2ϵ+ 2
q ) B̃(t)2js ∑

m≤j−2
2(m−j) 2

q ∥∆mG∥Lr
t Lq ,

K3 :=C ∑
j≥−1

2j(−1+2ϵ+ 2
q ) B̃(t)2js ∑

k≥j−1
2(j−k)(1− 2

q )∥∆kG∥Lr
t Lq .

Since −1+2ϵ+ 2
q <0, we can choose an integer N>0 such that

C2N(−1+2ϵ+ 2
q )B̃(t)≤ 1

8
.

The sums in K1, K2 and K3 can then be split into two parts: j≤N and j>N. Since ∥G∥Lq is
bounded, the sum for the first part is bounded by CB̃(t)2sN . The second part of the sum
over j>N is bounded by 1

8∥G∥L̃r
t Bs

q,1
. Therefore,

K1,K2,K3≤CB̃(t)2sN+
3
8
∥G∥L̃r

t Bs
q,1

.

Combining these bounds with (5.7) yields the desired estimates. This completes the proof
of Proposition 5.1.

We now provide the details leading to (5.5). They bear some similarities as those
in [8], but they are provided here for the sake of completeness.

Lemma 5.1. Let J1 be defined as in (5.3). Then we have the following bound

∥J1∥Lq ≤C2j(ϵ+ 2
q )∥ω∥B̊−ϵ

q,∞

[
∥∆jG∥Lq + ∑

m≤j−2
2(m−j) 2

q ∥∆mG∥Lq

+ ∑
k≥j−1

2(j−k)(1− 2
q )∥∆kG∥Lq

]
∥∆jG∥q−1

Lq .

Proof. Using the notion of paraproducts, we write

∆j(u·∇G)= J11+ J12+ J13+ J14+ J15,

where

J11 := ∑
|j−k|≤2

[∆j,Sk−1u·∇]∆kG,
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J12 := ∑
|j−k|≤2

(Sk−1u−Sju)·∇∆j∆kG,

J13 :=Sju·∇∆jG,

J14 := ∑
|j−k|≤2

∆j(∆ku·∇Sk−1G),

J15 := ∑
k≥j−1

∆j(∆ku·∇∆̃kG).

Since ∇·u=0, we have ∫
J13|∆jG|q−2∆jGdx=0.

By Hölder’s inequality, ∣∣∣∣∫ J11|∆jG|q−2∆jG
∣∣∣∣≤∥J11∥Lq∥∆jG∥q−1

Lq .

We write the commutator in terms of the integral,

J11=
∫

Φj(x−y)(Sk−1u(y)−Sk−1u(x))·∇∆kG(y)dy,

where Φj is the kernel of the operator ∆j and more details can be found in the Appendix.
As in the proof of Lemma 3.3, we have, for any 0<ϵ<1,

∥J11∥Lq ≤∥|x|1−ϵΨj(x)∥L1 ∥Sj−1u∥B̊1−ϵ
q,∞

∥∇∆jG∥L∞ .

By the definition of Φj and Bernstein’s inequality (see the Appendix), we have

∥J11∥Lq ≤C2j(ϵ+ 2
q )∥|x|1−ϵΨ0(x)∥L1 ∥Sj−1ω∥B̊−ϵ

q,∞
∥∆jG∥L∞

≤C2j(ϵ+ 2
q )∥ω∥B̊−ϵ

q,∞
∥∆jG∥Lq .

Again, by Bernstein’s inequality,

∥J12∥Lq ≤C∥∆ju∥Lq∥∇∆jG∥L∞

≤C2j(ϵ+ 2
q )∥ω∥B̊−ϵ

q,∞
∥∆jG∥Lq ;

∥J14∥Lq ≤C∥∆ju∥Lq∥∇Sj−1G∥L∞

≤C2j(ϵ+ 2
q )∥ω∥B̊−ϵ

q,∞ ∑
m≤j−2

2(m−j) 2
q ∥∆mG∥Lq ;

∥J15∥Lq ≤C2j(ϵ+ 2
q ) ∑

k≥j−1
2(j−k)(1−ϵ− 2

q )∥Λ1−ϵ∆ku∥Lq∥∆kG∥Lq

≤C2j(ϵ+ 2
q )∥ω∥B̊−ϵ

q,∞ ∑
k≥j−1

2(j−k)(1− 2
q )∥∆kG∥Lq .
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Combining the estimates above yields

∥J1∥Lq ≤C2j(ϵ+ 2
q )∥ω∥B̊−ϵ

q,∞

[
∥∆jG∥Lq + ∑

m≤j−2
2(m−j) 2

q ∥∆mG∥Lq

+ ∑
k≥j−1

2(j−k)(1− 2
q )∥∆kG∥Lq

]
∥∆jG∥q−1

Lq .

This completes the proof of Lemma 5.1.

6 Global a priori bounds for ∥ω∥L1
t B0,a

∞,1
and ∥ω∥Lq for any q≥2

This section shows that, if the initial data ω0 is in Lq, then the solution ω is also a priori in
Lq at any time. This is established by first proving the time integrability ∥ω∥L1

t B0,a
∞,1

. More
precisely, we have the following theorem.

Proposition 6.1. Assume that the initial data (u0,θ0) satisfies the conditions as stated in Theo-
rem 1.1. Then we have the following global a priori bounds. For any T>0 and t≤T,

∥ω(t)∥L1
t B0,a

∞,1
≤C(T), ∥θ(t)∥

B0,a2
∞,1

≤C(T), ∥ω(t)∥Lq ≤C(T),

where C(T) are constants depending on T and the initial norms only.

In order to prove this proposition, we need the following fact.

Lemma 6.1. Let T>0 and let u be a divergence-free smooth vector field satisfying∫ T

0
∥∇u∥L∞ dt<∞.

Assume that θ solves
∂tθ+u·∇θ= f .

Let a : (0,∞)→ (0,∞) be a nondecreasing and radially symmetric function satisfying (1.5). Let
ρ∈ [1,∞]. For any t>0,

∥θ∥B0,a
ρ,1
≤ (∥θ0∥B0,a

ρ,1
+∥ f ∥L1

t B0,a
ρ,1
)

(
1+

∫ t

0
∥∇u∥L∞ dt

)
.

This lemma can be proven in a similar fashion as that of Lemma 4.5 in [8]. A crucial
assumption is that a satisfies (1.5).

Proof of Proposition 6.1. We first explains that (5.1) in Proposition 5.1 implies that, for t≤T,

∥G∥L1
t B0,a

∞,1
≤C(T).
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In fact, if we choose s∈[0,1) satisfying s> 2
q for q∈(2,4) and set ϵ>0 satisfying ϵ+ 2

q−s<0,
then

∥G∥B0,a
∞,1

≡ ∑
j≥−1

a(2j)∥∆jG∥L∞ ≤ ∑
j≥−1

a(2j)2
2
q j∥∆jG∥Lq

≤ ∑
j≥−1

a(2j)2−ϵj 2j(ϵ+ 2
q−s)2js∥∆jG∥Lq ≤C∥G∥Bs

q,1
,

where we have used the fact that a(2j)2−ϵj ≤C for C independent of j. Furthermore,

∥ω∥L1
t B0,a

∞,1
≤∥G∥L1

t B0,a
∞,1

+∥Raθ∥L1
t B0,a

∞,1
.

By the definition of the norm in B0,a
∞,1 and recalling that Raθ is defined by the multiplier

a(|ξ|) iξ1
|ξ| , we have

∥Raθ∥B0,a
∞,1

=a(2−1)∥∆−1Raθ∥L∞ +∑
j≥0

a(2j)∥∆jRaθ∥L∞

≤C∥θ0∥L2+∑
j≥0

a2(2j)∥∆jθ∥L∞

≤C∥θ0∥L2+∥θ∥
B0,a2

∞,1
.

By Lemma 6.1,

∥θ∥
B0,a2

∞,1
≤C∥θ0∥B0,a2

∞,1

(
1+

∫ t

0
∥∇u∥L∞ dt

)
≤C∥θ0∥B0,a2

∞,1

(
1+∥u∥L1

t L2+∥ω∥L1
t B0

∞,1

)
≤C∥θ0∥B0,a2

∞,1

(
1+∥u∥L1

t L2+∥ω∥L1
t B0,a

∞,1

)
. (6.1)

Therefore,

∥ω∥L1
t B0,a

∞,1
≤∥G∥L1

t B0,a
∞,1

+C
(
∥θ0∥L2+∥θ0∥B0,a2

∞,1

)
t

+C∥θ0∥B0,a2
∞,1

∫ t

0
∥u∥L1

τ L2 dτ+C∥θ0∥B0,a2
∞,1

∫ t

0
∥ω∥L1

τ B0,a
∞,1

dτ.

By Gronwall’s inequality, ∥ω∥L1
t B0,a

∞,1
≤C(T), which, in turn, implies that, by (6.1),

∥θ(t)∥
B0,a2

∞,1
≤C(T).

Now we prove the bound for ∥ω∥Lq . From the equations of G and Raθ,

∥ω∥Lq ≤∥G∥Lq +∥Raθ∥Lq
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≤∥G0∥Lq +∥Raθ0∥Lq +2
∫ t

0
∥[Ra,u·∇]θ∥Lq dτ

≤∥G0∥Lq +∥Raθ0∥Lq +2
∫ t

0
∥[Ra,u·∇]θ∥B0

q,1
dτ.

Following the steps as in the proof of Proposition 2.1, we can show that

∥[Ra,u·∇]θ∥B0
q,1
≤C∥ω∥Lq ∥θ∥B0,a

∞,1
+C∥θ0∥L2 ∥u∥L2 .

Gronwall’s inequality and the bound ∥θ∥L1
t B0,a

∞,1
≤C(T) then imply the bound for ∥ω∥Lq .

This completes the proof of Proposition 6.1.

7 Uniqueness and proof of Theorem 1.1

This section proves the uniqueness of solutions in the class stated in Theorem 1.1 and
sketches the proof of Theorem 1.1. First, we state and prove the uniqueness theorem.

Theorem 7.1. Assume that the initial data (u0,θ0) satisfies the conditions stated in Theorem 1.1.
Then, the solutions (u,θ) in the class

u∈L∞([0,T];H1), ω∈L∞([0,T];Lq)∩L1
TB0,a

∞,1, θ∈L∞([0,T],L2∩B0,a
∞,1) (7.1)

must be unique.

Proof. Assume that (u(1),θ(1)) and (u(2),θ(2)) are two solutions in the class (7.1). Let p(1)

and p(2) be the associated pressure. The differences

u=u(2)−u(1), p= p(2)−p(1), θ= θ(2)−θ(1)

satisfy {
∂tu+u(1) ·∇u+u·∇u(2)+Lu=−∇p+θe2,
∂tθ+u(1) ·∇θ+u·∇θ(2)=0.

By Lemmas 7.1 and 7.2 below, we have the following estimates

∥u(t)∥B0
2,∞

≤∥u(0)∥B0
2,∞

+C∥θ∥L∞
t B−1,a

2,∞

+C
∫ t

0
∥u(τ)∥L2 (∥u(1)∥L2+∥ω(1)∥B0

∞,1
+∥u(2)∥L2+∥ω(2)∥B0

∞,1
)dτ,

∥θ(t)∥B−1,a
2,∞

≤∥θ(0)∥B−1,a
2,∞

+C
∫ t

0
∥θ(τ)∥B−1,a

2,∞
(∥u(1)∥L2+∥ω(1)∥B0

∞,1
)dτ

+C
∫ t

0
∥u(τ)∥L2∥θ(2)∥B0,a

∞,1
dτ.
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In addition, we bound ∥u∥L2 by the following interpolation inequality

∥u∥L2 ≤C∥u∥B0
2,∞

log

(
1+

∥u∥H1

∥u∥B0
2,∞

)

together with ∥u∥H1 ≤∥u(1)∥H1+∥u(2)∥H1 . These inequalities allow us to conclude that

Y(t)≡∥u(t)∥B0
2,∞

+∥θ(t)∥B−1,a
2,∞

obeys

Y(t)≤2Y(0)+C
∫ t

0
D1(τ)Y(τ) log(1+D2(τ)/Y(τ))dτ, (7.2)

where

D1 :=∥θ(2)∥B0,a
∞,1

+∥u(1)∥L2+∥ω(1)∥B0
∞,1

+∥u(2)∥L2+∥ω(2)∥B0
∞,1

,

D2 :=∥u(1)∥H1+∥u(2)∥H1 .

Applying Osgood’s inequality to (7.2) and noticing that Y(0)=0, we conclude that Y(t)=
0. This completes the proof of Theorem 7.1.

We now state and prove two estimates used in the proof of Theorem 7.1.

Lemma 7.1. Assume that u(1), u(2), u, p and θ are defined as in the proof of Theorem 7.1 and
satisfy

∂tu+u(1) ·∇u+u·∇u(2)+Lu=−∇p+θe2. (7.3)

Then we have the a priori bound

∥u(t)∥B0
2,∞

≤∥u(0)∥B0
2,∞

+C∥θ∥L∞
t B−1,a

2,∞

+C
∫ t

0
∥u(τ)∥L2 (∥u(1)∥L2+∥ω(1)∥B0

∞,1
+∥u(2)∥L2+∥ω(2)∥B0

∞,1
)dτ. (7.4)

Proof of Lemma 7.1. Let j ≥−1 be an integer. Applying ∆j to (7.3) and taking the inner
product with ∆ju, we obtain, after integration by parts,

1
2

d
dt
∥∆ju∥2

L2+∥L 1
2 ∆ju∥2

L2 = J1+ J2+ J3, (7.5)

where

J1 :=−
∫

∆ju∆j(u(1) ·∇u)dx,

J2 :=−
∫

∆ju∆j(u·∇u(2))dx,
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J3 :=
∫

∆ju∆j(θe2)dx.

By Plancherel’s theorem,

∥L 1
2 ∆ju∥2

L2 ≥C2ja−1(2j)∥∆ju∥2
L2 ,

where C= 0 in the case of j=−1 and C> 0 for j≥ 0. The estimate for J3 is easy and we
have, by Hölder’s inequality,

|J3|≤∥∆ju∥L2 ∥∆jθ∥L2 ≤2ja−1(2j)∥∆ju∥L2 ∥θ∥B−1,a
2,∞

.

To estimate J1, we need to use a commutator structure to shift one derivative to u(1). For
this purpose, we write

∆j(u(1) ·∇u)= J11+ J12+ J13+ J14+ J15, (7.6)

where

J11 := ∑
|j−k|≤2

[∆j,Sk−1u(1) ·∇]∆ku,

J12 := ∑
|j−k|≤2

(Sk−1u(1)−Sju(1))·∇∆j∆ku,

J13 :=Sju(1) ·∇∆ju,

J14 := ∑
|j−k|≤2

∆j(∆ku(1) ·∇Sk−1u),

J15 := ∑
k≥j−1

∆j(∆ku(1) ·∇∆̃ku).

Since ∇·u(1)=0, we have ∫
J13 ∆judx=0.

J11, J12, J14 and J15 can be bounded in a similar fashion as in the proof of Lemma 5.1 and
we have

∥J11∥L2 ,∥J12∥L2 ≤C(∥u(1)∥L2+∥ω(1)∥B0
∞,1
)∥∆ju∥L2 ,

∥J14∥L2 ≤C(∥u(1)∥L2+∥ω(1)∥B0
∞,1
) ∑

m≤j−1
2m−j∥∆mu∥L2 ,

∥J15∥L2 ≤C(∥u(1)∥L2+∥ω(1)∥B0
∞,1
) ∑

k≥j−1
2j−k∥∆ku∥L2 .

To estimate J2, we write

∆j(u·∇u(2))= J21+ J22+ J23, (7.7)
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where

J21 := ∑
|j−k|≤2

∆j(Sk−1u·∇∆ku(2)),

J22 := ∑
|j−k|≤2

∆j(∆ku·∇Sk−1u(2)),

J23 := ∑
k≥j−1

∆j(∆ku·∇∆̃ku(2)).

Therefore, by Hölder’s inequality,

∥J21∥L2 ≤C∥u∥L2 ∥∇∆ju(2)∥L∞ ,

∥J22∥L2 ≤C∥∆ju∥L2(∥u(2)∥L2+∥ω(2)∥B0
∞,1
),

∥J23∥L2 ≤C(∥u(2)∥L2+∥ω(2)∥B0
∞,1
) ∑

k≥j−1
2j−k∥∆ku∥L2 .

Inserting the estimates above in (7.5), we obtain

1
2

d
dt
∥∆ju∥L2+C2ja−1(2j)∥∆ju∥L2 ≤C2ja−1(2j)∥θ∥B−1,a

2,∞
+K(t), (7.8)

where

K(t)=C(∥u(1)∥L2+∥ω(1)∥B0
∞,1

+∥u(2)∥L2+∥ω(2)∥B0
∞,1
)∥∆ju∥L2

+C∥u∥L2 ∥∇∆ju(2)∥L∞ +(∥u(1)∥L2+∥ω(1)∥B0
∞,1
) ∑

m≤j−1
2m−j∥∆mu∥L2

+C(∥u(1)∥L2+∥ω(1)∥B0
∞,1

+∥u(2)∥L2+∥ω(2)∥B0
∞,1
) ∑

k≥j−1
2j−k∥∆ku∥L2 .

Integrating (7.8) in time and taking supj≥−1, we obtain (7.4). This completes the proof of
Lemma 7.1.

Lemma 7.2. Assume that θ, u(1), u and θ(2) are defined as in the proof of Theorem 7.1 and satisfy

∂tθ+u(1) ·∇θ+u·∇θ(2)=0. (7.9)

Then we have the a priori bound

∥θ(t)∥B−1,a
2,∞

≤∥θ(0)∥B−1,a
2,∞

+C
∫ t

0
∥θ(τ)∥B−1,a

2,∞
(∥u(1)∥L2+∥ω(1)∥B0

∞,1
)dτ

+C
∫ t

0
∥u(τ)∥L2∥θ(2)∥B0,a

∞,1
dτ. (7.10)
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Proof of Lemma 7.2. Let j ≥−1 be an integer. Applying ∆j to (7.9) and taking the inner
product with ∆jθ, we obtain

1
2

d
dt
∥∆jθ∥2

L2 =K1+K2, (7.11)

where

K1 :=−
∫

∆jθ∆j(u(1) ·∇θ)dx,

K2 :=−
∫

∆jθ∆j(u·∇θ(2))dx.

To estimate K1, we decompose ∆j(u(1) ·∇θ) as in (7.6) and estimate each component in a
similar fashion to obtain

|K1|≤C∥∆jθ∥2
L2 (∥u(1)∥L2+∥ω(1)∥B0

∞,1
)

+C∥∆jθ∥L2 2ja−1(2j)∥θ∥B−1,a
2,∞

(∥u(1)∥L2+∥ω(1)∥B0
∞,1
).

To estimate K2, we decompose ∆j(u·∇θ(2)) as in (7.7) and bound the components in a
similar fashion to have

|K2|≤C∥∆jθ∥L2 ∥u∥L22ja−1(2j)∥θ(2)∥B0,a
∞,1

.

Combining these estimates, we find

d
dt
∥∆jθ∥L2 ≤C2ja−1(2j)∥θ∥B−1,a

2,∞
(∥u(1)∥L2+∥ω(1)∥B0

∞,1
)

+C∥u∥L22ja−1(2j)∥θ(2)∥B0,a
∞,1

.

Integrating in time, multiplying by 2−ja(2j) and taking supj≥−1, we obtain (7.10). This
completes the proof of Lemma 7.2.

We now sketch the proof of Theorem 1.1.

Proof of Theorem 1.1. Thanks to Theorem 7.1, it suffices to establish the existence of solu-
tions. The first step is to obtain a local (in time) solution and then extend it into a global
solution through the global a priori bounds obtained in the previous section. The local
solution can be constructed through the method of successive approximation. That is, we
consider a successive approximation sequence {(ω(n),θ(n))} solving

ω(1)=S2ω0, θ(1)=S2θ0,
∂tω

(n+1)+u(n) ·∇ω(n+1)+Lω(n+1)=∂x1 θ(n+1),
∂tθ

(n+1)+u(n) ·∇θ(n+1)=0,
ω(n+1)(x,0)=Sn+2ω0(x), θ(n+1)(x,0)=Sn+2θ0(x).

(7.12)

To show that {(ω(n),θ(n))} converges to a solution of (1.4), it suffices to prove that {(ω(n),θ(n))}
obeys the following properties:
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(1) There exists a time interval [0,T1] over which {(ω(n),θ(n))} are bounded uniformly
in terms of n. More precisely, we show that

∥ω(n)∥L∞
t (L2∩Lq)∩L1

t B0,a
∞,1

≤C(T1), ∥θ(n)∥
L∞

t (L2∩B0,a2
∞,1 )∩L1

t B0,a
∞,1

≤C(T1),

where C(T1) is a constant independent of n.

(2) There exists T2 > 0 such that ω(n+1)−ω(n) is a Cauchy sequence in L∞
t B−1

∞,1 and
θ(n+1)−θ(n) is Cauchy in L1

t B−1,a
∞,1 , namely

∥ω(n+1)−ω(n)∥L∞
t B−1

∞,1
≤C(T2)2−n, ∥θ(n+1)−θ(n)∥L1

t B−1,a
∞,1

≤C(T2)2−n

for any t∈ [0,T2], where C(T2) is independent of n.

If the properties stated in (1) and (2) hold, then there exists (ω,θ) satisfying

ω∈L∞
t (L2∩Lq)∩L1

t B0,a
∞,1, θ∈L∞

t (L2∩B0,a2

∞,1)∩L1
t B0,a

∞,1,

ω(n)→ω in L∞
t B−1

∞,1, θ(n)→ θ in L1
t B−1,a

∞,1

for any t≤min{T1,T2}. It is then easy to show that (ω,θ) solves (1.4) and we thus obtain
a local solution and the global bounds in the previous sections allow us to extend it into
a global solution. It then remains to verify the properties stated in (1) and (2). Property
(1) can be shown as in the previous sections (Section 3 through Section 6) while Property
(2) can be checked as in the proof of Theorem 7.1. We thus omit further details. This
completes the proof of Theorem 1.1.

A Functional spaces and Osgood inequality

This appendix provides the definitions of some of the functional spaces and related facts
used in the previous sections. In addition, the Osgood inequality used in the proof of
Theorem 7.1 is also provided here for the convenience of readers. Materials presented in
this appendix can be found in several books and many papers (see, e.g., [3, 4, 28, 32, 34]).

We start with several notation. S denotes the usual Schwarz class and S ′ its dual, the
space of tempered distributions. S0 denotes a subspace of S defined by

S0=

{
ϕ∈S :

∫
Rd

ϕ(x)xγ dx=0, |γ|=0,1,.. .
}

and S ′
0 denotes its dual. S ′

0 can be identified as

S ′
0=S ′/S⊥

0 =S ′/P

where P denotes the space of multinomials.
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To introduce the Littlewood-Paley decomposition, we write for each j∈Z

Aj =
{

ξ∈Rd : 2j−1≤|ξ|<2j+1
}

. (A.1)

The Littlewood-Paley decomposition asserts the existence of a sequence of functions
{Φj}j∈Z∈S such that

suppΦ̂j ⊂Aj, Φ̂j(ξ)= Φ̂0(2−jξ) or Φj(x)=2jdΦ0(2jx),

and
∞

∑
j=−∞

Φ̂j(ξ)=

{
1, ifξ∈Rd\{0},
0, ifξ=0.

Therefore, for a general function ψ∈S , we have

∞

∑
j=−∞

Φ̂j(ξ)ψ̂(ξ)= ψ̂(ξ) for ξ∈Rd\{0}.

In addition, if ψ∈S0, then

∞

∑
j=−∞

Φ̂j(ξ)ψ̂(ξ)= ψ̂(ξ) for any ξ∈Rd.

That is, for ψ∈S0,
∞

∑
j=−∞

Φj∗ψ=ψ

and hence
∞

∑
j=−∞

Φj∗ f = f , f ∈S ′
0

in the sense of weak-∗ topology of S ′
0. For notational convenience, we define

∆̊j f =Φj∗ f , j∈Z. (A.2)

Definition A.1. For s∈R and 1≤ p,q≤∞, the homogeneous Besov space B̊s
p,q consists of f ∈S ′

0
satisfying

∥ f ∥B̊s
p,q
≡∥2js∥∆̊j f ∥Lp∥lq <∞.

We now choose Ψ∈S such that

Ψ̂(ξ)=1−
∞

∑
j=0

Φ̂j(ξ), ξ∈Rd.
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Then, for any ψ∈S ,

Ψ∗ψ+
∞

∑
j=0

Φj∗ψ=ψ

and hence

Ψ∗ f +
∞

∑
j=0

Φj∗ f = f (A.3)

in S ′ for any f ∈S ′. To define the inhomogeneous Besov space, we set

∆j f =


0, if j≤−2,
Ψ∗ f , if j=−1,
Φj∗ f , if j=0,1,.. ..

(A.4)

Definition A.2. The inhomogeneous Besov space Bs
p,q with 1≤ p,q≤∞ and s∈R consists of

functions f ∈S ′ satisfying
∥ f ∥Bs

p,q
≡∥2js∥∆j f ∥Lp∥lq <∞.

The Besov spaces B̊s
p,q and Bs

p,q with s ∈ (0,1) and 1 ≤ p,q ≤ ∞ can be equivalently
defined by the norms

∥ f ∥B̊s
p,q
=

(∫
Rd

(∥ f (x+t)− f (x)∥Lp)q

|t|d+sq dt
) 1

q

,

∥ f ∥Bs
p,q
=∥ f ∥Lp +

(∫
Rd

(∥ f (x+t)− f (x)∥Lp)q

|t|d+sq dt
) 1

q

.

When q=∞, the expressions are interpreted in the normal way. We have also used the
following a generalized version of Besov spaces.

Definition A.3. Let a(x)=a(|x|) :(0,∞)→(0,∞) be a non-decreasing function satisfying (1.5),
namely

lim
|x|→∞

a(x)
|x|σ =0, ∀σ>0.

For s∈R and 1≤ p,q≤∞, the generalized Besov spaces B̊s,a
p,q and Bs,a

p,q are defined through the
norms

∥ f ∥B̊s,a
p,q
≡∥2jsa(2j)∥∆̊j f ∥Lp∥lq <∞,

∥ f ∥Bs,a
p,q
≡∥2jsa(2j)∥∆j f ∥Lp∥lq <∞. (A.5)

We have also used the space-time spaces defined below.
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Definition A.4. For t>0, s∈R and 1≤ p,q,r≤∞, the space-time spaces L̃r
t B̊s

p,q and L̃r
t Bs

p,q are
defined through the norms

∥ f ∥L̃r
t B̊s

p,q
≡∥2js∥∆̊j f ∥Lr

t Lp∥lq ,

∥ f ∥L̃r
t Bs

p,q
≡∥2js∥∆j f ∥Lr

t Lp∥lq .

L̃r
t B̊s,a

p,q and L̃r
t Bs,a

p,q are similarly defined.

These spaces are related to the classical space-time spaces Lr
t B̊s

p,q, Lr
t Bs,γ

p,q, Lr
t B̊s,a

p,q and
Lr

t Bs,a
p,q via the Minkowski inequality.
Many frequently used function spaces are special cases of Besov spaces. The follow-

ing proposition lists some useful equivalence and embedding relations.

Proposition A.1. For any s∈R,

H̊s ∼ B̊s
2,2, Hs ∼Bs

2,2.

For any s∈R and 1<q<∞,

B̊s
q,min{q,2} ↪→W̊s

q ↪→ B̊s
q,max{q,2}.

In particular, B̊0
q,min{q,2} ↪→Lq ↪→ B̊0

q,max{q,2}.

For notational convenience, we write ∆j for ∆̊j. There will be no confusion if we keep
in mind that ∆j’s associated with the homogeneous Besov spaces is defined in (A.2) while
those associated with the inhomogeneous Besov spaces are defined in (A.4). Besides the
Fourier localization operators ∆j, the partial sum Sj is also a useful notation. For an
integer j,

Sj ≡
j−1

∑
k=−1

∆k,

where ∆k is given by (A.4). For any f ∈S ′, the Fourier transform of Sj f is supported on
the ball of radius 2j.

Bernstein’s inequalities are useful tools in dealing with Fourier localized functions
and these inequalities trade integrability for derivatives. The following proposition pro-
vides Bernstein type inequalities for fractional derivatives.

Proposition A.2. Let α≥0. Let 1≤ p≤q≤∞.

1) If f satisfies
supp f̂ ⊂{ξ∈Rd : |ξ|≤K2j},

for some integer j and a constant K>0, then

∥(−∆)α f ∥Lq(Rd)≤C122αj+jd( 1
p−

1
q )∥ f ∥Lp(Rd).
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2) If f satisfies
supp f̂ ⊂{ξ∈Rd : K12j ≤|ξ|≤K22j}

for some integer j and constants 0<K1≤K2, then

C122αj∥ f ∥Lq(Rd)≤∥(−∆)α f ∥Lq(Rd)≤C222αj+jd( 1
p−

1
q )∥ f ∥Lp(Rd),

where C1 and C2 are constants depending on α,p and q only.

Finally we recall the Osgood inequality.

Proposition A.3. Let α(t)>0 be a locally integrable function. Assume ω(t)≥0 satisfies∫ ∞

0

1
ω(r)

dr=∞.

Suppose that ρ(t)>0 satisfies

ρ(t)≤ a+
∫ t

t0

α(s)ω(ρ(s))ds

for some constant a≥0. Then if a=0, then ρ≡0; if a>0, then

−Ω(ρ(t))+Ω(a)≤
∫ t

t0

α(τ)dτ,

where

Ω(x)=
∫ 1

x

dr
ω(r)

.
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