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AN ADAPTIVE FINITE ELEMENT METHOD FOR SHAPE

OPTIMIZATION IN STATIONARY INCOMPRESSIBLE FLOW

WITH DAMPING

JIAN SU, ZHANGXIN CHEN, ZHIHENG WANG, AND GUANG XI

Abstract. This paper develops an adaptive finite element method for shape optimization in

stationary incompressible flow with damping. The continuous shape gradient of an objective
functional with respect to the boundary shape is derived by using the adjoint equation method and

a function space parametrization technique. A projection a-posteriori error estimator is proposed,
which can be computed easily and implemented in parallel. Based on this error estimator, an

adaptive finite element method is constructed to solve state and adjoint equations and a regularized

equation in each iteration step. Finally, the effectiveness of this adaptive method is demonstrated
by numerical experiments.
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1. Introduction

A shape optimization problem is to find a domain in a set of admissible domains
such that an objective functional achieves a minimum or maximum on it [22]. The
research of shape optimization is a branch of optimal control governed by partial
differential equations [15] and has a very wide range of applications in engineering
such as in the design of aircraft wings, high-speed train heads, impeller blades,
and bridges in medically bypassing surgeries. In the last few decades, the shape
optimization problems have attracted the interest of many applied mathematicians
and engineers [11-14, 16-18, 22, 23, 26, 27].

Numerical methods for shape optimization problems can be classified into gradient-
based and non-gradient-based optimization methods. The non-gradient-based meth-
ods include the one-shot method [11], approximate model methods [13, 18], and
evolutionary methods [16, 17]. The one-shot method does not involve an opti-
mization iteration and only needs to solve an optimality system which consists of
coupled state and adjoint equations and an optimality condition. The one-shot
method seems very attractive but it is not feasible to solve a coupled large-scale
nonlinear system in many flow optimization and control problems [11]. The approx-
imate model methods such as the response surface method and the Kriging method
depend on the choice of a sample space. If the early samples cannot reflect the
characteristics of the design space, these methods will fail to find an optimal shape.
The evolutionary methods may be able to find a global minimum or maximum when
the strained state equations are easy to solve. However, these methods are difficult
to use in reality when a cost function in them is difficult to calculate, because they
involve hundreds or even thousands of calculations to locate a near-optimal solution
even for fairly simple cases.
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Relatively, the gradient-based methods have the advantage of fast convergence
and high efficiency. For these methods, the most crucial step is how to compute the
gradient of an objective functional with respect to a shape variable. The approaches
to obtain the shape gradient include the finite difference [11], sensitivity [12, 22] and
adjoint equation approaches [14, 26, 27, 30]. The finite difference approach finds a
gradient by using a difference quotient approximation. Thus, if N design variables
are used to describe a domain shape, then one needs to solve the constrained state
equations N + 1 times at each iteration step of the optimization algorithm. This
approach can be extremely expensive in practical applications involving a large
number of design variables. The sensitivity approach utilizes a sensitivity equation
to obtain the shape gradient by the chain rule, and only requires to solve the state
equations one time and linear sensitivity systems N times at each optimization
cycle. In contrast, to compute all components of the gradient of the functional
using the adjoint equation approach requires the solutions of a single linear adjoint
equation and state equations one time. This approach produces a gradient of the
objective functional without a cost increase with an increasing number of shape
design parameters.

In every optimal cycle, how to increase the accuracy of numerical approximations
for a shape gradient is still a big challenge. The overall accuracy of the numerical
approximations often deteriorates due to local singularities such as those arising
from corners of domains and interior or boundary layers. An obvious strategy is
to refine the grids near these critical regions, i.e., to insert more grid points where
the singularities occur. A mathematical theory is developed for an adaptive finite
element method based on a class of a-posterior error estimators by Babuška and
Rheinboldt [1]. Yan and Liu et al derived a-posteriori error estimates for a finite
element approximation of distributed optimal control problems governed by the
Stokes equations [2] and parabolic equations[31]. Bangerth introduced a framework
for the adaptive finite element solution of a coefficient estimation problem in partial
differential equations [3]. In 2010, Zee et al. developed duality-based a-posteriori
error estimates and adaptivity for free boundary problems via shape-linearization
principles [4].

In this paper, we study an adaptive finite element method for shape optimization
in stationary incompressible flow with damping. First, we use a velocity method
to describe a variational domain in the optimization process. Second, the adjoint
equations are derived by employing the differentiability of an saddle point problem
which includes a Lagrange multiplier function. We obtain the continuous gradient
of an objective functional with respect to the domain shape with these adjoint
equations and a function space parametrization technique. Third, motivated by the
stabilized finite element method based on the two local Gauss integrals technique
in recent years [19-21, 24, 25], we construct an a-posterior error estimator by a
projection operator. Fourth, we present the adaptive finite element method for the
state and adjoint equations and a regularized gradient equation based on this error
estimator. Finally, the effectiveness of this adaptive method is demonstrated by
numerical experiments.

This paper is organized as follows: In Section 2, we state the shape optimization
problem in stationary incompressible flow with damping and derive the continuous
shape gradient. In Section 3 we propose an adaptive finite element method based
on a projection a-posteriori error estimator. We then present numerical examples
in Section 4, followed by conclusions in Section 5.
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2. Shape optimization

2.1. Shape analysis. Let Ω be a reference domain in R2, and we define an admis-
sible class of geometries as the perturbations of Ω by a velocity method [5, 6]. The
perturbations can be described as the flow determined by the initial value problem

(1)
dχ

dt
(t,X) = V(t, χ(t)), χ(0,X) = X,

with Tt(X) = χ(t,X), ∀X ∈ Ω.
Let J(Ωt) be a functional associated with any perturbation domain Ωt. Then

the shape derivative of J(Ωt) at Ω in the direction of the deformation field V is
defined as

dJ(Ω; V) = lim
t→0

1

t
(J(Ωt)− J(Ω)).

The functional J is called shape differentiable at Ω if dJ(Ω; V) exists for all V ∈
C([0, α]; (Dk(R2))2), where α is a small positive real number. In the distributional
sense, the shape gradient ∇J satisfies

dJ(Ω; V) = 〈∇J,V〉((Dk(R2))2)′×(Dk(R2))2 .

2.2. The Navier-Stokes equations with damping. In this subsection, we con-
sider the stationary incompressible flow with damping around a body D. Let D be a
domain with C1,1 boundary ∂D = Γ0, and let U ⊂ R2 be a fixed domain satisfying
D̄ ⊂ U with Lipschitz boundary ∂U = Γ1 ∪ Γ2. Let Ω = U\D be the flow do-
main, and the flow of a fluid is modeled by the following stationary incompressible
Navier-Stokes equations with damping:

(2)


−ν4u + (u · ∇)u + α|u|r−2u +∇p = 0, in Ω,
divu = 0, in Ω,
u = 0, on Γ0,
u = g, on Γ1,
ν ∂u∂n − pn = 0, on Γ2,

where u is the velocity of the fluid, p is the pressure, ν = 1/Re is the viscosity,
n is the unit outward normal vector of the boundary ∂Ω = Γ0 ∪ Γ1 ∪ Γ2, Γ0 is
the nonslip boundary around the body, Γ1 includes the inflow, top and bottom
flow boundaries, and Γ2 is the outflow boundary [7, 28]. The coefficients satisfy
α > 0 and 1 < r <∞. The damping term comes from the flow impediment, which
characterizes different physical properties of fluids [8].

We introduce the following Hilbert spaces:

V̂0(Ω) = {u ∈ (H1(Ω))2|u = 0 on Γ0 ∪ Γ1},
V̂g(Ω) = {u ∈ (H1(Ω))2|u = 0 on Γ0,u = g on Γ1},
M̂(Ω) = {p ∈ L2(Ω)}, M(Ω) = {p ∈ H1(Ω)},
V0(Ω) = {u ∈ (H2(Ω))2|u = 0 on Γ0 ∪ Γ1},
Vg(Ω) = {u ∈ (H2(Ω))2|u = 0 on Γ0,u = g on Γ1}.

The weak formulation of the Navier-Stokes equations with damping (2) reads as
follows:

(3)



find (u, p) ∈ V̂g(Ω)× M̂(Ω) such that∫
Ω

[ν∇u : ∇v + (u · ∇)u · v + α|u|r−2u · v

−pdivv] dx = 0, ∀v ∈ V̂0(Ω),∫
Ω

divuq dx = 0, ∀q ∈ M̂(Ω).



82 J. SU, Z. CHEN, Z. WANG, AND G. XI

Similar to the method in [10], we have the existence and uniqueness results for
the solution of system (3) as follows [9]:

Theorem 2.1. Let Ω be an open, bounded set of R2 with C1,1 boundary, and
g ∈ H1/2(Γ1). Then there exists at least one solution (u, p) ∈ V̂g(Ω) × M̂(Ω) of
(3). Moreover, if ν > ν0(g) for some positive number ν0, then system (3) has a
unique solution. Furthermore, if g ∈ H3/2(Γ1), we can improve the regularity of
the solution (u, p) ∈ (H2(Ω))2 ×H1(Ω).

Theorem 2.1 implies that the solution of (3) exists for any value of the Reynolds
number. But the uniqueness can be guaranteed only for sufficiently large values of
ν or for sufficiently small datum g.

The convergence result for the solution of the variational form (3) with respect
to α is contained in the following theorem [9]:

Theorem 2.2. Suppose that the conditions of Theorem 2.1 are satisfied. The
solution of system (3) converges to the weak solution of the stationary incompressible
Navier-Stokes equations without damping when α converges to zero.

2.3. A shape optimization problem and adjoint equations. In this subsec-
tion, we are concerned with numerical methods for a shape optimization problem
associated with flow governed by the stationary incompressible Navier-Stokes equa-
tions with damping. Our aim is to find an optimal shape Ω to minimize the total
dissipative energy in the flow domain. In order to derive the shape gradient of the
objective functional with respect to the domain, we shall need additional regularity
for the solution of (3); i.e., (u, p) ∈ Vg(Ω) ×M(Ω) [11]. To achieve the needed
smoothness, we will assume that all the conditions of Theorem 2.1 are satisfied in
the rest of this paper.

We define the set of admissible domains

Qad = {Ω ⊂ U |Ω with piecewiseC1,1 boundary and Γ1 ∪ Γ2 is fixed}.

The shape optimization can be stated as

(4)
minΩ∈Qad

J(Ω) = 2ν

∫
Ω

|e(u)|2 dx,

such that(u, p) ∈ Vg(Ω)×M(Ω) satisfies system (3),∫
Ω

dx = C( constant),

where e(u) = 1
2 (∇u + (∇u)T ) is the deformation tensor for the velocity u, and the

objective functional represents the total dissipative energy in the flow domain.
Based on the control theory [11,15], system (2) is considered as a state constraint

in the minimization problem. We construct a Lagranian functional by introducing
the so-called adjoint state variables (v, q) and multiplier λ:

(5) L(Ω,u, p,v, q, λ) = J(Ω)− F (Ω,u, p,v, q)− V (Ω, λ),

where
(6)

F (Ω,u, p,v, q) =

∫
Ω

[ν∇u : ∇v + (u · ∇)u · v + α|u|r−2u · v − pdivv] dx−
∫

Ω

divuq dx.

(7) V (Ω, λ) = λ(

∫
Ω

dx− C).

Since

max
(v,q)∈V0(Ω)×M(Ω)

max
λ∈R

L(Ω,u, p,v, q, λ) =

{
J(Ω) if F (Ω,u, p,v, q) = 0 andV (Ω, λ) = 0,
+∞, if F (Ω,u, p,v, q) 6= 0 orV (Ω, λ) 6= 0,
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then the solution of the shape optimization problem (4) is the minimum shape of
the following saddle point problem:

min
Ω∈Qad

min
(u,p)∈Vg(Ω)×M(Ω)

max
(v,q)∈V0(Ω)×M(Ω)

max
λ∈R

L(Ω,u, p,v, q, λ)

Setting the first variation of L with respect to the Lagrange multiplier λ and the
adjoint variable (v, q) to zero is equivalent to the condition to maintain a constant
volume and the stationary Navier-Stokes equations with damping (2).

Setting the first variation of L with respect to the state variable p in the arbitrary
direction p̃ ∈M(Ω) to zero is equivalent to the condition

∂L

∂p
(Ω,u, p,v, q, λ) · p̃ =

∫
Ω

p̃divu dx = 0.

Since the variation p̃ is arbitrary, we obtain

(8) divv = 0

Setting the first variation of L with respect to the state variable u in the arbitrary
direction ũ ∈ V0(Ω) to zero is equivalent to the following condition (and using
Green’s formula and divergence free condition (8)):

0 =
∂L

∂u
(Ω,u, p,v, q, λ) · ũ

= 4ν

∫
Ω

e(u) : e(ũ) dx

−
∫

Ω

[ν∇ũ : ∇v + (ũ · ∇)u · v + (u · ∇)ũ · v +

∫
Ω

divũ q] dx

−
∫

Ω

[α|u|r−2ũ + α(r − 2)|u|r−4(u · ũ)u)] · v dx

=

∫
Ω

[−4νdive(u) + ν∆v − (∇u)T · v + (u · ∇)v

−(α|u|r−2v + α(r − 2)|u|r−4(u · v)u−∇ q] · ũ dx

+

∫
Γ2

[4νe(u) · n− (ν
∂v

∂n
+ (u · n)v − n q)] · ũ ds

First, taking an arbitrary variation ũ which vanishes in a neighborhood of the
boundary Γ2, we have

(9) −ν∆v+(∇u)T ·v−(u ·∇)v+α|u|r−4(|u|2v+(r−2)(u ·v)u)+∇ q = −2ν∆u.

Next, taking an arbitrary ũ in Γ2 gives

(10) ν
∂v

∂n
+ (u · n)v − n q = 4νe(u) · n on Γ2

Finally, the adjoint equations are obtained

(11)


−ν∆v + (∇u)T · v − (u · ∇)v + α|u|r−4(|u|2v

+(r − 2)(u · v)u) +∇ q = −4νdive(u), in Ω,
divv = 0, in Ω,

v = 0, on Γ0 ∪ Γ1,
ν ∂v∂n + (u · n)v − n q = 4νe(u) · n, on Γ2,
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The adjoint equations are linear equations with mixed boundary conditions. Their
variational form reads as

(12)



find (v, q) ∈ Vg(Ω)×M(Ω) such that∫
Ω

[ν∇v : ∇w + (∇u) ·w · v +∇w · u · v

+α|u|r−4(|u|2v + (r − 2)(u · v)u) ·w] dx

−
∫

Ω

qdivw dx = 4ν

∫
Ω

e(u) : e(w) dx, ∀w ∈ V0(Ω),∫
Ω

divvψ dx = 0, ∀ψ ∈M(Ω).

2.4. Shape gradient. In this subsection, we will derive the shape gradient of the
saddle point formulation by a function space parametrization technique.

As the boundaries Γ1 and Γ2 are fixed in the admissible set of domains, we define
the velocity field in the velocity method as follows:

Vad = {V ∈ C0(0, τ ; (C2(R2))2) |V = 0 on Γ1 ∪ Γ2}.

Under the action of velocity V for t ≥ 0, the domain Ω is transformed into a
domainΩt = Tt(Ω) by the velocity method with formulation (1). Now, we need to
state an expression for the derivative of the saddle point problem j(t) with respect
to t, where

j(t) = min
(ut,pt)∈Vg(Ωt)×M(Ωt)

max
(vt,qt)∈V0(Ωt)×M(Ωt)

max
λ∈R

L(Ωt,ut, pt,vt, qt, λ),

(ut, pt) and (vt, qt) are the solutions of the state equations (2) and the adjoint
equations (11) in the perturbed domain Ωt, respectively. Next, we utilize the fol-
lowing function space parametrization technique to avoid the difficulty brought by
the Hilbert space Vg(Ωt), V0(Ωt) and M(Ωt) which all depend on the parameter t:

V0(Ωt) = {u ◦ T−1
t : u ∈ V0(Ω)};

Vg(Ωt) = {u ◦ T−1
t : u ∈ Vg(Ω)};

M(Ωt) = {p ◦ T−1
t : p ∈ Vg(Ω)};

This parametrization do not influence the value of the saddle point j(t) because Tt
and T−1

t are diffeomorphisms. We have

j(t) = min
(u,p)∈Vg(Ω)×M(Ω)

max
(v,q)∈V0(Ω)×M(Ω)

max
λ∈R

L(Ωt,u◦T−1
t , p◦T−1

t ,v◦T−1
t , q◦T−1

t , λ).

Note that the Lagrangian functional is

L(Ωt,u ◦ T−1
t , p ◦ T−1

t ,v ◦ T−1
t , q ◦ T−1

t , λ) = l1(t)− l2(t)− l3(t),

where

l1(t) = 2ν

∫
Ωt

|e(u ◦ T−1
t )|2 dx,

l2(t) =

∫
Ωt

[ν∇(u ◦ T−1
t ) : ∇(v ◦ T−1

t ) + ((u ◦ T−1
t ) · ∇)(u ◦ T−1

t ) · (v ◦ T−1
t )

+α|u ◦ T−1
t |r−2(u ◦ T−1

t ) · (v ◦ T−1
t )− (p ◦ T−1

t )div(v ◦ T−1
t )] dx

−
∫

Ωt

div(u ◦ T−1
t )(q ◦ T−1

t ) dx,

l3(t) = λ(

∫
Ωt

dx− C)
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If f : [0, τ ]×R2 → R is sufficiently smooth, we have the following formula[23]:

(13)
d

dt

∫
Ωt

f(t, x) dx|t=0 =

∫
Ω

∂f

∂t
(0, x) dx+

∫
∂Ω

f(0, x)V(0, X) · n ds.

Let V(0, X) ∈ Vad, and Note that V(0, X) = V. Then we can compute the shape
gradient with formula (13):

(14)
d

dt
L(Ωt,u ◦ T−1

t , p ◦ T−1
t ,v ◦ T−1

t , q ◦ T−1
t , λ)|t=0 = l′1(0)− l′2(0)− l′3(0),

where

l′1(0) = 4ν

∫
Ω

e(u) : e(−∇u ·V) dΩ + 2ν

∫
Γ0

(|e(u)|2V · n) ds,

l′2(t) =

∫
Ω

[ν∇(−∇u ·V) : ∇v + ν∇(u) : ∇(−∇v ·V)

+((−∇u ·V) · ∇u) · v + (u · ∇(−∇u ·V) · v + (u · ∇u) · (−∇v ·V)
+α(r − 2)|u|r−4(−∇u ·V · u)(u · v) + α|u|r−2(−∇u ·V) · v
+α|u|r−2u · (−∇v ·V)− (∇p ·V)div(v)
−pdiv(−∇v ·V)− div(−∇u ·V)q − div(u)(−∇q ·V)] dx,

+

∫
Γ0

[ν∇u : ∇v + (u · ∇u) · v

+α|u|r−2u · v − pdivv − divuq]V · n ds,

l′3(t) = λ

∫
Γ0

V · n ds.

Employing Green’s formula and the fact that u vanishes on Γ0, we have
(16)

l′2(t) = −
∫

Ω

[(−ν∆u + (u · ∇)u +∇p) · (∇v ·V)] dx+

∫
Ω

divu(∇q ·V) dx

+

∫
Ω

divv(∇p ·V) dx+

∫
Ω

[−ν∆v + (∇u)T · v − (u · ∇)v

+α|u|r−4(|u|2v + (r − 2)(u · v)u)−∇q] · (∇u ·V)] dx

−
∫

Γ0

[ν
∂v

∂n
+ (u · n)v − n q] · (∇u ·V) ds−

∫
Γ0

[ν
∂u

∂n
− n p] · (∇v ·V) ds

+

∫
Γ0

[ν∇u : ∇v + (u · ∇u) · v + α|u|r−2(u) · v − pdivv − divuq]V · n ds

(17) l′3(t) = λ

∫
Γ0

V · n ds.

We substitute (15), (16) and (17) into (14), and note that (u, p) and (v, q) satisfy
(2) and (11), respectively, to obtain the shape derivative

(18)

dJ(Ω; V) = d
dt
L|t=0

= −2ν

∫
Γ0

(|e(u)|2V · n) ds+

∫
Γ0

[ν
∂v

∂n
+ n q] · (∇u ·V) ds

+

∫
Γ0

[ν
∂u

∂n
− n p] · (∇v ·V) ds−

∫
Γ0

[(ν∇u : ∇v)V · n ds

−λ
∫

Γ0

V · n ds.

Since u = v = 0 in Γ0, we have

(19) n·(∇u·V) = ∇u·(n⊗n)·V·n = ∇u·n·n(V·n) = divu(V·n) = 0, ∀x ∈ Γ0
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(20)
∂v

∂n
· (∇u ·V) = ∇u · (n⊗ n) ·V · ∂v

∂n
=
∂u

∂n
· ∂v

∂n
(V · n) = (∇u : ∇v)V · n

Similarly, we see that

(21) n · (∇v ·V) = 0,
∂u

∂n
· (∇v ·V) =

∂u

∂n
· ∂v

∂n
(V · n) = (∇u : ∇v)V · n.

According to (19), (20), and (21), the shape derivative (18) can be simplified as
follows:

(22) dJ(Ω; V) =

∫
Γ0

[−2ν|e(u)|2 + ν
∂u

∂n
· ∂v

∂n
− λ]V · n ds.

Therefore, the expression of the shape gradient can be given by

(23) ∇J = [−2ν|e(u)|2 + ν
∂u

∂n
· ∂v

∂n
− λ]n.

We assume that ∇J = 0; then the first-order optimality condition of the shape
optimization problem is obtained by

(24) −2ν|e(u)|2 + ν
∂u

∂n
· ∂v

∂n
− λ = 0.

Finally, the optimality system is composed of the condition
∫

Ω
dx = C, formula

(24), state equations (2), and adjoint equations(11). Of course, one needs to solve
this system to obtain the optimal shape. We will solve this shape optimization
problem with a gradient-based method, since the optimality system is a nonlinear
large-scale problem.

3. An adaptive finite element method

3.1. Finite element discretization. For the finite element discretization, let
Kh be a regular triangulation of the domain Ω, indexed by a parameter h =
maxK∈Kh

{diam(K)}. We choose the finite element subspaces V0h ⊂ V0, Vgh ⊂ Vg,
and Mh ⊂M as follows:

V0h = {vh ∈ C(Ω)2; vh|K ∈ P2(K)2,∀K ∈ Kh,vh = 0 on Γ0 ∪ Γ1},
Vgh = {vh ∈ C(Ω)2; vh|K ∈ P2(K)2,∀K ∈ Kh,vh = 0 on Γ0,vh = g on Γ1},
Mh = {ph ∈ C(Ω); ph|K ∈ P1(K),∀K ∈ Kh},

where Pk(K)(k = 1, 2) is the space of piecewise polynomials of degree k on K. We
will also need the piecewise constant space

R0 = {lh ∈ L2(Ω) : lh|K ∈ P0(K) ∀K ∈ Kh}.
It is obvious that (V0h,Mh), (Vgh,Mh) satisfies the discrete LBB condition [10]:

(25) sup
0 6=vh∈Vh

∫
qhdivvh dx

‖vh‖1
≥ β‖qh‖0, ∀qh ∈Mh, Vh = V0h orVgh.

The Galerkin fnite element discretizations of the state equations (3) and the
adjoint equations (12) in the P2 − P1 element pair are as follows:

(26)



find (uh, ph) ∈ Vgh ×Mh such that∫
Ω

[ν∇uh : ∇vh + (uh · ∇)uh · vh + α|uh|r−2uh · vh
−phdivvh] dx = 0, ∀vh ∈ V0h,∫

Ω

divuhqh dx = 0, ∀qh ∈Mh.

and
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(27)



find (vh, qh) ∈ Vgh ×Mh such that∫
Ω

[ν∇vh : ∇wh + (∇uh) ·wh · vh +∇wh · uh · vh
+α|uh|r−4(|uh|2vh + (r − 2)(uh · vh)uh) ·wh] dx

+

∫
Ω

qhdivwh dx = 4ν

∫
Ω

e(uh) : e(wh) dx, ∀wh ∈ V0h,∫
Ω

divvhψ dx = 0, ∀ψ ∈Mh.

The functional J(Ω) is approximated by

Jh(Ω) = 2ν

∫
Ω

|e(uh)|2 dx.

Next, we will introduce a regularized method for the shape gradient (23) to avoid
the boundary oscillation brought by the less regularity [22]. The main idea of this
method is to find a

(28)


−∆d + d = 0 in Ω,

d = 0, on Γ1 ∪ Γ2,
∂d
∂n = −∇J, onΓ0.

Note that

Vd(Ω) = {v ∈ (H1(Ω))2|v = 0 on Γ1 ∪ Γ2},

Vdh = {vh ∈ C(Ω)2; vh|K ∈ P2(K)2,∀K ∈ Kh,vh = 0 on Γ1 ∪ Γ2}.

The weak form of formula (28) is given as follows:

(29)

 find d ∈ Vd(Ω) such that∫
Ω

[ν∇d : ∇w + d ·w] dx =

∫
Γ0

(−∇J) ·w ds, ∀w ∈ Vdh(Ω).

and the Galerkin approximating is

(30)

 find dh ∈ Vdh such that∫
Ω

[ν∇dh : ∇wh + dh ·wh] dx =

∫
Γ0

(−∇J) ·w ds, ∀w ∈ Vd(Ω).

Now, we state the algorithm as follows: Start with an initial shape Ω0, an initial
step ρ0 and a Lagrange multiplier λ0. For m = 0, 1, 2, . . ., until a stopping criterion
is achieved,

1. Solve the state equations (26) to obtain the corresponding (um, pm).
2. Solve the adjoint equations (27) to obtain the adjoint variable (vm, qm).
3. Solve equations (30) to get a regularized gradient direction dm.
4. Compute Ωm+1 = Ωm + ρmdm and refresh the Lagrange multiplier λm+1.
The Lagrange multiplier in Step 4 can be computed as follows:

λm+1 = (λm −
∫
Γ0

(−2ν|e(u)|2+ν ∂u
∂n ·

∂v
∂n )ds∫

Γ0
ds

)/2 + γ|V (Ωm)− Vtarget(Ω)|/Vtarget(Ω),

where Vtarget(Ω) denotes the target volume of the shape and γ is a small positive
number.
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3.2. Projection error estimation and adaptivity. In this subsection, we will
present an adaptive finite element method based on an a-posteriori error estimator
constructed by projection for the state, adjoint and regularized gradient equations.
This method is motivated by the stabilized finite element method based on the two
local Gauss integrals technique in recent years [19-21,24,25]. Before deriving the a-
posteriori estimator, we define the orthogonal projection operator Π : L2(Ω)→ R0

which satisfies the following properties:

((I −Π)ψ, lh) = 0 ∀ψ ∈ L2(Ω), lh ∈ R0,
‖Πψ‖0 ≤ C‖ψ‖0 ∀ψ ∈ L2(Ω),
‖(I −Π)ψ‖0 ≤ Ch‖ψ‖1 ∀ψ ∈ H1(Ω).

Here, I is the identity operator. In the following discussion, the operators Π2×2

and Π2×1, which act on the velocity deformation tensor and the gradient of the
regularized function ∇dh, respectively, are also denoted by Π for simplicity.

Now, based on the residual between the gradient of the finite element solution
velocity component ∇uh, the regularized function ∇dh, the pressure component
ph, and their projections Π∇uh, Π∇ph, and Π∇dh, the a-posteriori estimator can
be constructed locally as follows:

(30) ηΠ,K := ‖(I −Π)∇uh‖0,K + ‖(I −Π)ph‖0,K + ‖(I −Π)∇dh‖0,K .
Then the global error estimator is given by

η :=

( ∑
K∈Kh

η2
Π,K

) 1
2

Based on the orthogonal projection properties of operator Π, the local projection
error estimator can be computed more accurately and explicitly based on the two
local Gauss integrals technique presented in [19-21]. Before giving a global upper
bound, we recall a lemma in [29].

Lemma 3.1. There exists a positive constant C such that

(31) Ch‖∇ph‖0 ≤ ‖(I −Π)ph‖0 ∀ph ∈Mh.

This lemma was stated in [29]; its proof will be rewritten here.
Proof. We note that ph is continuous and Πph is constant on each element K
from the definition of space Mh and the projection operator Π, so it is obvious that
∇(Πph)|K = 0.

Additionally, under some mild assumptions on Kh, the following inverse inequal-
ities holds:

(32) ‖∇qh‖0 ≤ CIh−1‖qh‖0, qh ∈Mh.

For spaces concerned with vector-valued functions it will also hold.
As a result, using the above inverse inequality (32), we see that

h2‖∇ph‖20 =
∑

K∈Kh

h2‖∇ph‖20,K =
∑

K∈Kh

h2‖∇(I −Π)ph‖20,K
≤

∑
K∈Kh

C2
I ‖(I −Π)ph‖20,K ≤ C‖(I −Π)ph‖20.

Thus this completes the proof of Lemma 3.1.
For ∇uh ∈ R2×2

1 and ∇dh ∈ R2×2
1 (the spaces consisting of vector-valued func-

tions), we have

(33) Ch‖∇uh‖1 ≤ ‖(I −Π)∇uh‖0 ∀uh ∈ Vgh,

(34) Ch‖∇dh‖1 ≤ ‖(I −Π)∇dh‖0 ∀dh ∈ Vdh.
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Theorem 3.1. Suppose that there exist constants C1, C2, and C3 such that the
solutions of (2), (26), (28) and (30) satisfy 0 < C1 ≤ ‖p‖1, ‖ph‖1, ‖u‖2, ‖∇uh‖1,
‖d‖2, ‖∇dh‖1 ≤ C2 and the non-degenerate property conditions ‖∇(u − uh)‖0 +
‖p− ph‖0 ≥ C3h and ‖∇(d− dh)‖ ≥ C3h hold. Then we have the following global
lower and upper bounds:

(35) ‖∇(u− uh)‖0 + ‖p− ph‖0 + ‖∇(d− dh)‖0 ≤ Cη,
and

(36) η ≤ C(‖∇(u− uh)‖0 + ‖p− ph‖0 + ‖d− dh‖0),

where C1, C2, C3 and C are independent of h.
Proof. The following result can be derived by the regularity of the solutions

u, p, d, assumed conditions and the discussions of Lemma 3.1:

‖∇(u− uh)‖0 + ‖p− ph‖0 + ‖∇(d− dh)‖0
≤ Ch‖u‖2 + Ch‖p‖1 + Ch‖d‖2
≤ C C2

C1
h‖∇uh‖1 + C C2

C1
h‖ph‖1 + C C2

C1
h‖∇dh‖1

≤ C(‖(I −Π)∇uh‖0 + ‖(I −Π)ph‖0 + ‖(I −Π)∇dh‖0)
≤ Cη.

With the triangle inequality, the property of the projection operator, the regularity
of the solutions and the assumed non-degenerate conditions, we have

η = ‖(I −Π)∇uh‖0 + ‖(I −Π)ph‖0 + ‖(I −Π)∇dh‖0
≤ ‖(I −Π)∇u‖0 + ‖(I −Π)∇(u− uh)‖0 + ‖(I −Π)p‖0

+‖(I −Π)(p− ph)‖0 + ‖(I −Π)∇d‖0 + ‖(I −Π)∇(d− dh)‖0
≤ Ch‖∇u‖1 + C‖∇(u− uh)‖0 + Ch‖p‖1 + C‖p− ph‖0

+Ch‖∇d‖1 + C‖∇(d− dh)‖0
≤ C(‖∇(u− uh)‖0 + ‖p− ph‖0 + ‖∇(d− dh)‖0),

which finished]s the proof.
The a-posteriori error estimator (30) can be computed easily by the difference

of two Gauss integrals, for example,

‖(I −Π)ph‖0,K =

{∫
K,n(n≥2)

p2
h dx−

∫
K,1

p2
h dx

}1/2

,

where
∫
K,n

p2
h dx and

∫
K,1

p2
h dx represent numerical integrals of Gauss type with n

points and one point, respectively, to approximate the value of
∫
K
p2
h dx.

4. Numerical results

In the first example, let α = 0 in equations (2). We give the numerical simulation
for the shape optimization in the steady incompressible flow without damping, the
same as that in [26], and then compare the results between [26] and our method.

The flow is around a body D in a fixed rectangular domain U = [−0.5, 1.5] ×
[−0.5, 1.5] with a parabolic velocity g(x, y) = (0.25 − y2, 0)T at the inlet, nonslip
boundary conditions on the top, bottom and Γ0, and a free outflow condition on
the outlet Γ2. The boundary Γ0 of body S is to be optimized. The flow domain is
Ω = U\D̄, the boundary ∂Ω = Γ0 ∪Γ1 ∪Γ2 (see Figure 1). The initial shape of the
body D is chosen to a circle with center (0, 0) and radius r = 0.3. Our goal is to
find a geometric shape of D whose volume is 0.1 to minimize the dissipative energy
in the flow domain.

First, as the same as in [26], we denote Errenergy = |Jopt(Ω) − J0(Ω)|/|J0(Ω)|
the proportion of the reduced dissipative energy, where Jopt(Ω) and J0(Ω) present
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Figure 1. Domain and boundary

the values of the cost functional in the optimal shape and initial shape, respectively.
We also denote the optimal shape as Vopt. Method I in Tables 1 and 2 is the method
used in [26] which adopts the Zienkiewica-Zhu recovery procedure to refine the mesh
adaptively. Method II is the adaptive finite element method based on the projection
posteriori presented here. From Tables 1 and 2, when the objective functional
achieves almost the same level accuracy, our method needs a fewer number of
iterations than the method in [26]. The CPU time can be as much as 1/4 of that
required in [26]. Hence our method converges much faster than the method given
in [26].

Table 1. Results for the two methods with Re = 200

Method Numbers of iterations Errenergy Vopt(Ω) CPU time
I 30 0.814348 1.91777 1247.43
II 21 0.814013 1.91835 978.271

Table 2. Results for the two methods with Re = 400

Method Numbers of iterations Errenergy Vopt(Ω) CPU time
I 42 0.82673 1.91796 2450.95
II 28 0.825999 1.91919 1840.75

Figures 3 -12 give the comparisons between Methods I and II in terms of the
shape and mesh at different iteration step. There is interesting phenomenon found
in these figures. At each first iteration step, Method II generates much fewer grids
than Method I, but it converges faster than Method I. Relative to Method I, Method
II does not always refine its mesh in the domain in which flow changes quickly at the
beginning (see Figures 6 and 7). Method II pursues a balance of the error between
the state variable and the regularized variable which determines the accuracy of the
shape gradient at each iteration step. Thus the a-posteriori estimator given here is
a goal-oriented error estimation. Another observation is that the meshes generated
by Method I are distorted in the optimization process although it uses the same
initial mesh as Method II in Figure 2. Method II generates a more regular mesh
than Method I, and can obtain a more accurate shape gradient in every optimal
cycle. Therefore, Method II can achieve the the same optimal shape (see Figures
11 and 12) with a fewer number of iteration steps than Method I.

In the second example, we will consider the shape optimization problem in sta-
tionary incompressible flow with damping. The external domain and the boundary
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Figure 2. The initial mesh in method I and II

Figure 3. Finite element mesh at iteration 5 in method I(Re=300)

Figure 4. Finite element mesh at iteration 5 in method II (Re=300)

Figure 5. Finite element mesh at iteration 10 in method I (Re=300)

conditions are chosen the same as in example one. We only change the area for the
admissible set of shapes as follows:

Qad = {Γ1 ∪ Γ2 is fixed, and the areaVtarget(Ω) = 1.93},
which means that the target area of body D to be optimized is 0.7.

We choose NACA0040 to be the initial shape of the body, and Figure 13 is the
initial computational mesh. The parameters in the damping term in equations (2)
are taken by α = 10−4 and r = 3. Figure 14 gives the optimal shape with Re = 400.
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Figure 6. Finite element mesh at iteration 10 in method II(Re=300)

Figure 7. Finite element mesh at iteration 15 in method I(Re=300)

Figure 8. Finite element mesh at iteration 15 in method II (Re=300)

Figure 9. Finite element mesh at iteration 20 in method I(Re=300)

The distributions of the pressure and horizontal velocity for the optimal shape are
giving by Figures 15 and 16, respectively.

5. Conclusions

An adaptive finite element method based on an a-posterior error estimator is
developed to solve a shape optimization problem in stationary incompressible flow
in two dimensions. The error estimator is constructed by a projection operator,
and can be obtained by the difference of two local Gauss integrals. It can be
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Figure 10. Finite element mesh at iteration 20 in method II (Re=300)

Figure 11. Finite element mesh for optimal shape in method I(Re=300)

Figure 12. Finite element mesh for optimal shape in method II(Re=300)

Figure 13. The initial domain and mesh

computed explicitly and quickly. More importantly, our error estimator balances
the accuracy between the state variable, adjoint variable and regularized variable so
that it converges quickly in the solution of the optimal problem governed by partial
differential equations. In addition, this method can be also extended to solve free
boundary problems.
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Figure 14. Finite element mesh for optimal shape (Re=400)

Figure 15. Distribution of the pressure for the optimal shape (Re=400)

Figure 16. Distribution of the horizontal velocity for the optimal
shape (Re=400)
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