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Abstract. Bulk-surface partial differential equations (BS-PDEs) are prevalent in many
applications such as cellular, developmental and plant biology as well as in engineer-
ing and material sciences. Novel numerical methods for BS-PDEs in three space di-
mensions (3D) are sparse. In this work, we present a bulk-surface virtual element
method (BS-VEM) for bulk-surface reaction-diffusion systems, a form of semilinear
parabolic BS-PDEs in 3D. Unlike previous studies in two space dimensions (2D), the
3D bulk is approximated with general polyhedra, whose outer faces constitute a flat
polygonal approximation of the surface. For this reason, the method is restricted to
the lowest order case where the geometric error is not dominant. The BS-VEM guar-
antees all the advantages of polyhedral methods such as easy mesh generation and
fast matrix assembly on general geometries. Such advantages are much more relevant
than in 2D. Despite allowing for general polyhedra, general nonlinear reaction kinetics
and general surface curvature, the method only relies on nodal values without need-
ing additional evaluations usually associated with the quadrature of general reaction
kinetics. This latter is particularly costly in 3D. The BS-VEM as implemented in this

study retains optimal convergence of second order in space.

AMS subject classifications: 35K57, 656M12, 65M15, 65M20, 65M50, 65M60

Key words: Bulk-surface PDEs, bulk-surface reaction-diffusion systems, polyhedral meshes, bulk-

surface virtual element method, convergence.

*Corresponding author. Email addresses: massimo.frittelli@unisalento.it (M. Frittelli),
am823@math.ubc.ca (A. Madzvamuse), ivonne . sgura@unisalento.it (I. Sgura)

http:/ /www.global-sci.com/cicp 733 ©2023 Global-Science Press



734 M. Frittelli et al. / Commun. Comput. Phys., 33 (2023), pp. 733-763

1 Introduction

Bulk-surface partial differential equations (BS-PDEs) arise from a wide variety of real-life
problems. They describe many natural problems including, but are not limited to, the
formation of spatial patterning in developmental biology [46], cell polarisation in molec-
ular and cellular biology [18,26,33,45|, 501, fluid dynamics [17,20,44], the formation of
an appressorium by the infection of the fungus Magnaporthe grisea causing rice blast [52],
spine growth in sea urchins [43], root formation and food uptake in plant biology [5], and
so on. Given the complex nature of BS-PDEs, their numerical treatment is generally not
trivial, in particular in three space dimensions (3D). Hence, developing novel numerical
methods and constructing stable and accurate algorithms to approximate their numeri-
cal solutions becomes crucially important, given their rapid applications to areas such as
biomedical engineering, fluid dynamics, materials science, biology, cancer biology, image
processing, astrophysics and battery modeling, to mention just a few examples.

Given d € N denoting the number of space dimensions, a bulk-surface reaction-
diffusion system (BS-RDS) comprises of m €N reaction-diffusion equations (RDEs) posed
in the bulk domain Q C R? (d > 2) coupled, through either linear or non-linear mixed
Robin-type boundary conditions, with n€IN surface RDEs posed on the manifold I':=0().
The generalised BS-RDS takes the following form:

i —dy iAui=qi(u1,--,iy), xec(y
m

Oj—do jArvj+ Y Vg v=ri(u1, -, tn,v1,--,0a), XET; (1.1)
k=1

Vui'V:Si(ul,‘“,Mm,vl,"',vn), xGFI

fori=1,---,m,j=1,---,n and t € [0,T|, where T >0 is the final time. In the above, 1; and
0; denote partial time derivatives. The functions g;,7;,s; are nonlinear reaction kinetics,
dy,i,dyj > 0 are the diffusion coefficients and 77, > 0 are coupling coefficients fulfilling
2?21 Njk=dy for all k=1,---,m, which can be interpreted as a balance law across bulk and
surface, see [46]. In (1.I), A and Ar denote the Laplace and Laplace-Beltrami operators
respectively, while v:T' — R? is the outward unit normal vector field on I (see [35] for
full definitions). The model comprises several time-dependent BS-PDE models currently
existing in the literature, see for example [33,146,51]. The BS-VEM builds substantially
on the virtual element method (VEM), which in turn, is an extension of the well-known
finite element method (FEM) for the numerical approximation of PDEs on flat [8] and 3D
domains [49] as well as on surfaces [38].

Several element-based numerical methods have been developed for the spatial dis-
cretisation of BS-PDEs; current-state-of-the-art methods existing in the literature include
classical finite elements [31}42}46,47], cut finite elements [20], discontinuous Galerkin
methods [24], kernel collocation methods [23] and trace finite elements [41]. We seek
to contribute to this area by developing the bulk-surface virtual element method (BS-VEM)
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for the spatial discretisation of coupled systems of BS-PDEs in 3D (d = 3). The method-
ology we are proposing combines the classical VEM for bulk equations [10] posed in
bulk domains with the surface virtual element method (SVEM) [38] for the surface equa-
tions posed on closed manifolds. This method is a substantial extension of our previous
work on the two-dimensional (4 =2) BS-VEM introduced in [34]. Unlike our previous
work presented in [34] where the surface PDEs were solved using the surface finite ele-
ment method, in this work, we employ virtual elements for both bulk and surface PDEs.
The BS-VEM we propose relies on an arbitrary polyhedral discretisation of the bulk do-
main, while the surface polygonation is taken as the boundary of the bulk polyhedration
thereby giving rise to a polygonal approximation of the surface. Crucial in this regard
is the property that the 2D VEM space on each 2D face is the trace of the 3D VEM space on a
polyhedral element, i.e. higher dimensional VEM spaces are constructed recursively from
lower dimensional spaces. To demonstrate the generality and applicability of our nu-
merical approach, we apply the BS-VEM to the BS-RDS (1.1). The BS-RDSs cover a wide
range of models prevalently studied in the literature, see for instance [26,33,46].

The main novelty of our study is devoted to numerical error analysis. It turns out that
the simultaneous presence of non-tetrahedral elements in the bulk and surface introduce
approximation errors which provide new challenges for the numerical analysis of the BS-
PDEs. We note that the surface approximation error cannot be neglected in the context
of BS-PDEs, because the surface itself is the domain for the surface PDEs. We prove that,
in space, the BS-VEM possesses optimal second-order convergence provided the exact

solution is H**1 in the bulk domain and H? on the surface. It must be observed that
this requirement is more than the usual H? regularity required by the BS-FEM [42] for
both in the bulk and on the surface. Furthermore, this requirement is also more than
the H?*1/4 regularity required by the BS-VEM in the 2D case [34]. The rationale for
this is due to Sobolev embeddings being more restrictive in 3D. The novelty here is that
our analysis requires this higher regularity assumption only in the simultaneous presence
of a curved boundary I and non-tetrahedral elements that touch the surface. Otherwise, our
results encompass well-known cases in the literature, see for instance [42] in the case of
tetrahedral BSFEM, and [1] for the case of polyhedral VEM in the absence of curvature in
the boundary I'. It must be pointed out that such extra regularity comes for free in most
models and applications, where the domains are smooth and the solutions are infinitely
differentiable. We also point out that, even if the surface is two dimensional, we require
no extra regularity for the surface species, while in the 2D case we had required H?*1/4
regularity in the two-dimensional bulk. This point out the joint role of dimensionality and
bulk-surface dichotomy in the error analysis.

A by-product of our numerical error analysis is that the bulk-VEM of lowest polyno-
mial order k=1 possesses optimal convergence in the presence of curved boundaries. Even
in the special case of simplicial elements (FEM), the error analysis of boundary data is not
trivial and is provided in [7]. For general polyhedral elements (VEM), a first work in this
direction is [16]], where suitable algebraic corrections in the method guarantee optimal
convergence even in the presence of curved boundaries. As an alternative approach, the
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work in [13] uses curved elements in the 2D case, while 3D VEM elements with curved
faces were introduced in [28] for PDEs of mixed form. In this work, we obtain similar
results in the low order case k =1 by harnessing, in a novel way, the geometric error
estimates of bulk-surface polyhedral domains [31]. The BS-VEM proposed here, which
does not need algebraic corrections nor curved elements, is fully practical since it relies
on vertex-wise degrees of freedom without renouncing optimal convergence.

As in the 2D case [34], our analysis relies on the Stein extension operator as an al-
ternative to the lifting operator commonly adopted in the analysis of SPDEs [30] and
BS-PDEs [31]. This choice is dictated by the crucial property that the Stein extension of a
function preserves its W7 class, while lifting does not. The usage of the Stein extension
leads to the H2"3 regularity required for the exact solution in the bulk.

The proposed BS-VEM has all the benefits of polyhedral meshes, summarised as fol-
lows. (I) The usage of polyhedra allows for the generation of cut cubic meshes, which for
suitable cases is faster than the generation of unstructured tetrahedral meshes, see [34,35]].
(IT) On such cut cubic meshes, VEM matrix assembly is most likely to be quicker than on
unstructured tetrahedral meshes because most elements are equal cubes where the VEM
local matrices are known in closed form [34,35]. Of course one could as well apply FEM
on cut cubic meshes by considering a sub-tetrahedrisation, but this procedure is discour-
aged, especially for large-scale or CAD applications where mesh generation takes the vast
majority of the computational time of the whole solution process [25]. Similar results are
obtained in the literature through other methods, such as trace [41] or cut FEMs [20]. (III)
A curved portion of the boundary can be approximated with a single element with many
faces. (IV) Thanks to the special treatment of the nonlinear reaction kinetics which we
have adapted from [1]], the method relies only on nodal values, thus avoiding quadra-
tures on general polyhedra, which can be particularly costly in 3D. This means that the
method combines the generality of polyhedral methods with the immediate treatment of
nonlinearities of pointwise methods such as lumped finite elements [36,37]. The BS-VEM
lends itself to other advantages due to its polyhedral nature, such as (V) efficient mesh-
adaptive algorithms or (VI) mesh pasting, see for instance [21]. Some of these aspects
form part of our current and future studies.

Hence, the structure of our paper is as follows. In Section[2} we introduce the BS-PDE
model to be addressed in the present work: a semi-linear parabolic BS-RDS. We then in-
troduce in the same section the strong and weak formulations of the BS-RDS. In Section
we (i) introduce the approximation of the bulk and surface domains based on poly-
hedral bulk-surface meshes which are the key ingredients for the BS-VEM, (ii) recap the
geometric error estimates of polyhedral bulk-surface meshes, (iii) define suitable func-
tion spaces and discrete bilinear forms thereby showing their approximation properties
and (iv) present the spatial discretisation of the considered BS-PDE problem. In Section
M} we carry out the stability and convergence error analysis. Specifically, our main result
is the optimal second-order spatial convergence of the BS-VEM in L2 norms, both in the
bulk and on the surface (Theorem [4.3). In Section 5| we present the IMEX-Euler time-
discretisation of the semi-linear parabolic PDE problem. Section [f|demonstrates compu-
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tationally the optimal orders of convergence (i.e. second order in space and first order
in time) of the BS-VEM-IMEX Euler by presenting two examples: (i) a linear parabolic
BS-PDE and (ii) a BS-RDS with activator-depleted reaction kinetics. Both of these BS-
PDEs are solved on the unit sphere. We draw conclusions of our work and present future
challenges in Section [/, In Appendix A we provide some basic definitions and results
required to carry out numerical error analysis.

2 Coupled bulk-surface reaction-diffusion systems

Let Q) C R? be an open domain such that its boundary T =9Q) is a smooth manifold.
Let u(x,t) and v(x,t) be the bulk and surface variables obeying the following bulk-surface
reaction-diffusion system (BS-RDS):

i—d,Au=q(u), xeQ), t€[0,T);
0—dyArv+d,Vu-v=r(u,v), x€l, te[0,T];

d,Vu-v=s(u,v), xel, te[0,T]; (2.1)
u(x,0)=up(x), xe();

v(x,0)=vp(x), xerl,

where the regularity of T', 1o, v, g, r, and s is stated below. System is the special case
of system when m=n=1. Throughout this work, we will analyse the system for
ease of presentation. Without loss of generality, the proposed analysis applies to the gen-
eral case (L.I). To derive a weak formulation of problem (2.I), we multiply the first two
equations of by two test functions ¢ € L2([0,T];H*(Q)) and y € L*([0, T|;H'(T)), re-
spectively. Then we apply Green’s formula in the bulk (), Green’s formula on the curved
manifold I' (see [30]), we substitute the third equation of into the second and we
exploit the fact that I' has an empty one-dimensional boundary. We obtain the following
formulation: find u € L2([0,T];H(Q))), v € L*([0,T};HY(T)) with u € L?>([0,T];H"}(Q))),
v€ L2([0,T);H Y(T)) such that

/Qu(p+du/QW-V<p:/Qq(u)qvﬂL/rS(u,v)qv;
[ow+do [ Fro-Vrp+ [ swoyp= [ o)y,

for all ¢ € L2([0, T|;H'(Q)), p € L2([0,T];H'(T)). For the remainder of this work we will
adopt the following set of assumptions to ensure that the numerical method is well-posed
and stable.

(2.2)

Assumption 1 (Regularity of domain, kinetics, and initial data for problem (2.2)). We
assume that:

e Tisa C3 surface, the functions q(+),r(-,-),s(-,-) are globally Lipschitz.
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e The initial datum (u,v¢) fulfils up € H*(Q), Tr(up) € H>(T) and vy € H*(T).

The proposed convergence result (Theorem [4.3) holds true if the exact solution is suf-
ficiently regular. Since, to the best of our knowledge, regularity results for nonlinear
BS-PDEs are mostly an uncharted territory, for our purposes we will conjecture that the
solution is sufficiently regular, thereby providing some arguments to support our conjec-
ture. A full proof is outside the scope of this work.

Conjecture 1 (Existence, uniqueness, and regularity for problem (2.1I)). In addition to
Assumption (1, assume that the bulk initial datum ug fulfils ug € H2+i (Q)), then there
exists a unique solution (u,v) to problem (2.1)) that fulfils

wn e L2([0,T;HA3(Q)) and  Tr(u),Tr(1),v,0€ L2([0,T]; HA(T)). (2.3)

Arguments. The following arguments support our conjecture. (I) For a stationary elliptic
counterpart of the BS-RDS (2.1), an H?(Q) x H?(T') regularity result is known [31} The-
orem 3.2]. (II) For bulk-only PDEs on flat domains, high regularity in Bochner spaces
follows from the well-known parabolic regularity theory [3]. (III) Standard energy argu-
ments apply straight away to problem yielding bounds of the type

uel®([0,T|;H'(Q)), uelL?([0,T];L%(Q));
ve L*([0,T];HY(T)), 9€L?([0,T];L*(T)).

In many applications, assuming globally Lipschitz kinetics is too restrictive and mod-
els with non-globally Lipschitz kinetics require ad-hoc analysis, see for instance [33].
However, there are notable examples of BS-RDS models with globally Lipschitz kinet-
ics, such as the wave pinning model studied in [26]. In this work, we shall assume that
the weak BS-RDS has a unique and sufficiently regular solution (u,v).

3 The bulk-surface virtual element method

In this section we introduce the bulk-surface virtual element method (BS-VEM) for BS-
RDSs in 3D of the form (2.1)), thereby extending the 2D counterpart introduced in [34] and
the 3D elliptic counterpart introduced in [35]]. To this end, we start by recalling from [35]
the theory of bulk-surface meshes.

3.1 Polyhedral bulk-surface meshes

The starting point is the approximation of the geometry. The reader is referred to [35] for
complete details. Let >0 be a positive number called meshsize. The bulk domain Q2 is ap-
proximated with a polyhedral domain ), composed of a collection &, of non-degenerate
and non-overlapping polyhedra whose diameters do not exceed /. It therefore holds that
), = Ugeg, E. The polyhedral bulk domain (), induces a polygonal approximation I’
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I, Us

(a) Bulk domain Q) enclosed by the surface T, (b) Discrete bulk domain (), enclosed by the dis-
and narrow band Us of width 6. crete surface Ty, and discrete narrow band Qp.

Figure 1: An illustration of (a) the continuous domain, (b) the discrete domain and their related notations.

of I', defined by I';, = d()),. We can write I', = Urc 7, F, where F, is a collection of faces.
We assume that the meshes (), and I'j, fulfil suitable regularity assumptions as detailed
in [35]. Let Qp be the discrete narrow band, made up of the polyhedral elements of E € &,
that touch the boundary I'j,. See Fig.[1|for an illustration.

Let x;, i=1,---,N € N be the nodes of (), and assume that the nodes of I';, are x,
k=1,---,M<N, i.e. the first M nodes of ). The reduction matrix R € RN*M is the upper
trapezoidal matrix whose entries R;x are defined as

. (3.1)
0 fori=M+1,---,N,

{5ik fori=1,---,M;
ik =

forall k=1,---,M, where J;; is the Kronecker symbol. The usefulness of R stems from the
following properties: (i) for any v € RN, RTv € RM is the vector with the first M entries
of v, and (ii) for any w € RM, Rw € RN is the vector whose first M entries are those of w
and the other N —M entries are 0. We will use the matrix R to formulate the BS-VEM in
matrix form. We conclude this section by recalling that suitable bulk-surface polyhedral
meshes constructed by cutting a uniform cubic mesh can accelerate mesh generation in
suitable cases, see [34,35]. Another advantage is the possibility of accurately representing
a heavily curved portion of the boundary by a single element with many edges and faces.

3.2 Variational crime

We report from our paper the geometric error analysis of polyhedral bulk-surface
meshes.

Lemma 3.1 (Parametrisation of geometry). The following statements hold true:
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1. There exists a homeomorphism G :Qy, — Q) such that G € WY (Qy,) and

176 —llo,c0,05 <Ch; (3.2)
[det(JG) —1llo,c0,005 <Ch; (3.3)
G —1I[o,00,0, < CH?; (3.4)
Glr,=alr,; (3.5)
Gloyo, =1 (3.6)

where U is a sufficiently narrow open neighborhood of I and a:U — T is the normal pro-
jection onto I (see [35]), | is the Jacobian of G, I is the identity matrix, and C >0 is a
constant that depends on I and on the shape regularity of the mesh, see [35] for further
details.

2. Even if restricted to a single element E € &, G might not be a diffeomorphism (i.e. its first
derivatives might be discontinuous) unless E is a tetrahedron.

Definition 3.1 (Bulk- and surface-lifting operators). Given V:Q); = R and W: T}, = R,
their lifts are defined by Vli:=VoGland W:=WoG1, respectively. Conversely, given
v:Q— R and w:T — R, their inverse lifts are defined by v {:=v0G and w!:=woG,
respectively, with G: (), — () being the mapping defined in Lemma

On one hand, the relations (3.2)-(3.6) of Lemma [3.1] ensure that polyhedral meshes
possess the correct approximation properties in terms of convergence rate, analogously
to the special case of simplicial meshes (see [31]). On the other hand, the second statement
of Lemma 3.1{implies that the H*(Q)), s > 1, regularity class of functions is not preserved
under the action of the lifting operators in Definition thus motivating the line of
analysis adopted throughout this work.

Lemma 3.2 (Equivalence of norms under lifting). There exist two constants C>c >0 depend-
ing on I' and on the shape reqularity of the mesh (see [35]]) such that

cVilloa <IVloa, <ClIVoq, VYV eEL*(Qy); (3.7)
lViia<|ViLa, <ClV9a, YVeHY (Q); (3.8)
c[Wlor <[Wllor, <C[W'llor, VYV eL*(T,); (3.9)
Wi ir <|W|ir, <CIW'yr, YV eEHYT)). (3.10)

Lemma 3.3 (Geometric error of lifting). There exists C >0, depending on I" and on the shape
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reqularity of the mesh (see [35]) such that for all u,p € H(Q) and v, € HY(T):
Vu-Vo- [ Vu .o
/Q u-ve o, u 4
Y
IS
/ Vo V- / Vr,o V!
r v

Jov- /rhv‘%‘f

Lemma 3.4 (Geometric error of the Stein extension [35]). There exist C >0 depending on ()
and the shape regularity of the mesh such that

SCh|”|1,Q§|(P|1,Qg; (3.11)

< Chllullo o llplloags (3.12)

<CI?[o|ir|l1r; (3.13)

<Cr||vllor|l¢llor- (3.14)

la—u"llo0, SCHllullyey o ¥ ueH H(Q); (3.15)
~ _ 3
[—u" |10, <CH2(|ullo0+Chlully, 3 0 VueH 5(Q), (3.16)

where il is the Stein extension of u (see Theorem [A.3).

Even if a full proof of Lemma [3.4] can be found in [35], estimates (3.15)-(3.16) are
heuristically justified as follows. In (3.16), the superconvergence of the term ||ul|2,q of
order 3 is due to the pointwise error ii(x) —u~‘(x) vanishing for any x€0);,\ g, where Qg
is the discrete narrow band defined in Section In both estimates, the extra regularity
in the terms ||ul[,, 10 and |[jul|, +3,0 serves to provide sufficient Holder continuity to

estimate the aforementioned pointwise error in (.

3.3 Virtual element spaces and operators

Here, we recall from [2] all the definitions of the discrete spaces and operators required
in the BS-VEM and their basic approximation error estimates. Throughout this Section
let E € £, be any 3D element and F € F, be any face.

3.3.1 Construction of the discrete function spaces

The starting point is the following boundary space on faces:
B(0F):={veC’(oF)|v), €P1(e), Ve€ edges(F)}, (3.17)

then the preliminary space on faces is defined by
V(F):= {veHl(F)‘v|aFeIB(aF) A AvelPl(F)}. (3.18)
The H' projector on faces I1Y : V(F) — Py (F) is defined, for any u € V(F), by

/Fv(v—nyv)-vpzo, VpePi(F) A /aF<v—nFVv):o. (3.19)
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The enhanced space on faces is defined by

W(F)::{UGV(P)‘/F(v—nyv)p:o,vpelpl(F)}. (3.20)

We can now start the construction of the 3D spaces. The boundary space on polyhedra is
defined byff]
B(0E):={ucC’9E)|up € V(F), VF € faces(E)}. (3.21)

After that, the construction continues exactly as in the 2D case addressed above. The
preliminary space on polyhedra is defined by

V(E):= {ueHl(E)‘u‘aE E€B(OE) A AuclP:(E)}. (3.22)
The H' projector on polyhedra ITY : V(E) — P (E) is defined, for any u € V(E), by

/Ev(u—ngu)-vq:o, VgePi(E) A /BE<v—n§v):o. (3.23)

The enhanced space on polyhedra is finally defined by
W(E)::{ue@(}f)‘/ (u—ngu)pzo,vperl(ls)}. (3.24)
E

From elliptic regularity, it holds that V(F) C H2*¢(F) and V(E) C H'*¢(E) for ¢ >0 suf-
ficiently small depending on F and E, as opposed to the tetrahedral FEM case where the
discrete function spaces are piecewise analytic. This lack of regularity in the discrete func-
tion spaces constitutes an additional challenge in the analysis of nonlinearities and fur-
ther motivates our line of proof. The L? projectors I13:V (F) —1P; (F) and I1%:V (E) —IP; (E)
are defined, for any v € V(F) and u € V(E), as follows:

/P(U—H?:U)PZOI V pePy(F); (3.25)
/E(u—ﬂ%u)qzof VgeP(E). (3.26)

Since this work is confined to the lowest order VEM, it holds that H% = HIY and I—I% = Hg,
see [2], but we still need the definitions (3.25)-(3.26). As proven in [2], the vertex-wise

values constitute a unisolvent set of degrees of freedom (DOF) in V(F) and V(E), defined
as followdH

dof(v) ={v(P)|P € vertexes(F)}, VveV(F); (3.27)
dof(u)={u(P)|P € vertexes(E)}, VuecV(E). (3.28)

tFrom elliptic regularity and Sobolev embeddings we have that V(F) € H27¢(F) C H1*¢(F) < CO(F), which
implies that the definition of B(dE) in (3.21) is well-posed.
HIn higher order VEM spaces, which are outside the scope of this study, the DOFs are not only of pointwise

type.
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We define global VEM spaces by matching the DOFs across elements. To this end, let Sr
be the 1-skeleton of I';, and Sq, be the 2-skeleton of (), defined respectively by

Sr:= | J o0F, and Sqn:= [ 9E. (3.29)
FeF, E€é&,

The global spaces Vr and V, are then defined as
Vr= {veHl(rh)‘% €C'(Sr) A vpeV(E), VFth}; (3.30)
Vo= {ueHl(Qh)‘LqSQ €C%(Sn) A upeV(E), VEGSh}. (3.31)

With the notation introduced in Section the Lagrangian bases {y;}M, C Vr and
{9}, C Vq are uniquely defined by ;(x;) = d;; for all i,j =1,---,M and ¢ (x;) =
forall k,I=1,---,N.

3.3.2 Interpolation and projection

The following definition provides a compact notation when summing over all elements,
while avoiding functions that are multiply defined on the junction between elements.

Definition 3.2 (Broken Hilbert norms). Given s € {1,2} and two collections of functions
v={vpe H*(F)|F€ F,} and u={ug € H°(E)|E € £, }, we define the broken Hilbert semi-
norms of order s as follows:

1 1
2 2
0]s,r, 0= ( ) ’UFE,F> and |ulsq, b= < ) \“E|§,E) ’

FEF, ECE,

The following result provides optimal error estimates for the piecewise polynomial
projection of piecewise H! functions on polytopal meshes.

Proposition 3.1 (Projection error on polynomials [2]). For s € {1,2}, given two collec-
tions of functions v = {vr € H%(F)|F € F,} and u = {ug € H*(E)|E € &}, there exist
Ur €[ 1rer, P1(F) and uz €[]geg, P1(E) such that

[o—vxrllor, +hlo—vx[ir,» <CH[vlsr, b5 (3.32)
[u—urllon, +hlu—uzl10,p <Ch|ulsq, b (3.33)

where C is a constant that depends only on the shape regularity of the mesh.

We now analyse the properties of VEM interpolants and projectors. Let Ir: H*(F) —
V(F) and Ir: H?(E) — V(E) be the element-wise VEM interpolant operators. Let
Ir: ey, H*(F) > pe 5, V(F) and In: Hgeg, H2(E) — Igeg, V(E) be the corresponding
(possibly discontinuous) global interpolant operators. Let H?- Tper, V(F)—=TIrc 5, P1(F)
and IT, :TTgce, V(E) = I1geg, IP1 (E) be the discontinuous global projection operators that
correspond to the local projector IT? and I1% defined in (3.25)-(3.26).
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Proposition 3.2 (Stability of VEM L? projectors). The L? projection operators I1% and IT%
fulfil, for any v€ V(F) and u € V(E), the following stability bounds

[TT20[lor < [lvllof and |IT2o[1r<|o|F; (3.34)
IT2ulloe<lulloe and [TTRulye<|ul- (3.35)

Proof. The bounds on the left of (3.34)-(3.35) follow by testing (3.25)-(3:26) with p =I1%0
and g=I1%u and using the Cauchy-Schwarz inequality. The bounds on the right of (3.34)-

(3-35) are obtained by testing (3.19) and (3.23) by v=I1Y v and u=I1) u, using the Cauchy-
Schwarz inequality and then noting that ITY =I1% and ITY =I1% as discussed above. [

Proposition 3.3 (VEM interpolation error [2]). Given two collections of functions v={vre
H?(F)|Fe F,} and u={ur € H*(E) | E € &}, then it holds that

lo—=1Ir(v)[lor, +hlo—Ir () [y,r, 6 <CH[0lr, 65 (3.36)
[ — Iy (1) [lo,00, +Rlu— I () 1,0, 6 < CH?[ut] 2,0, (3.37)

respectively, where C >0 depends only on the shape regularity of the mesh.

As opposed to Proposition Proposition [3.3| does not include the case when the
Hilbert regularity of the interpolated function is s=1. This is a consequence of the inter-
polant operators In and I being well-defined if and only if the interpolated function is
continuous, which in turn requires v € H!*¢ in two dimensions (on faces) and u € H 2+e
in three dimensions (on polyhedra), for any £ > 0. Notably, in three dimensions rnot even
Vq functions themselves are regular enough to be interpolated, an issue that is easily over-
come by noting that, on V, itself, the interpolant acts as the identity. Another dissimi-
larity from the L? projectors is that VEM interpolants It and I are not stable in L?, i.e.
they do not fulfil analogous bounds as (3.34)-(3.35). Instead, they fulfil O (h?)-perturbed
stability estimates thanks to (3.36)-(3.37) combined with the triangle inequality, but only
if the interpolated function is H2. In short, VEM interpolants are only conditionally stable.
Notably, on the class of Lipschitz-transformed VEM functions, which is not even contained
in H2, VEM interpolants exhibit a stable behaviour as illustrated in the following Lemma.

Lemma 3.5 (Stability of VEM interpolants on Lipschitz-transformed VEM spaces). Given
u €N and given two Lipschitz functions s: (Vr)* =R and r: (V)" — R, there exists C >0
depending on the shape regularity of O, on the Lipschitz constants of s, r and on the values s(0),
r(0) such that, for all Vy,---,V,, € Vr, v1,---,0, € Cco(Ty), Uy,---,U, €Vq, and uy,---,uy, €
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Co(n)
u
HIF(S(Vll"'/Vy)_S(’Ul/“'lv}{))H(z)’rhSCZH‘/Z‘_IFZHH%,F]I; (338)
i=1
p
[ I (r(U, /Uu)—7(”11"'##))“3@,1SC;HUi—IQMiHéQh? (3.39)
1=
p
HIT Vl/ "/ Hor <Z||‘/l||(2),rh+]‘>’ (340)
=1
p ,
ottt )l <6 ( Ettia, +1). 64

Proof. A proof of (3.38)-(3.39) is given in [40, Lemma 5] for u =1, the extension to y € IN

is trivial. The stability estimates (3.40)-(3.41) follow from (3.38)-(3.39), respectively, by
choosing v; =0 and u; =0 for all i=1,---,u and using the triangle inequality. O

3.3.3 Discrete bilinear forms

To provide a discrete formulation of problem (2.2), we consider the discrete bilinear forms
mp:V(F)xV(F)—=R,ap:V(F)xV(F)=R, mg:V(E)xV(E)—=Rand ag:V(E) xV(E) =R
defined as follows:

mp(v,w):/FH(F)UH(}w+h%<dof(v—H?:v),dof(w—H%w)>; (3.42)

ap(v,w):/VHFVU-VHIYw—|—<dof<U—HIYv),dof(w—l—IFvw)>,‘ (3.43)
F

m]g(u,z):/EH%uH%z—i—hf’E (dof (u—T1%u),dof (z—112z) ); (3.44)

agp(u,z)= /E VIIY u-VIIY z+hg <dof (u —H§u> ,dof (Z—ng) >, (3.45)

for all v,w € V(F) and u,z € V(E), where (-,-) denotes the Euclidean inner product. Let
ml:VrxVr =R, al :VrxVr = R, m: Vo xVa =R, and 4i: Vo x Vo — R be the
corresponding global forms. Let Ar=(a; ;) ERM*Mand Aq=(a Q) €RN*N be the stiffness
matrices, let Mr = (mk ;) ERM*M and MQ (m; ]) € RN*N be the mass matrices, and let

Kr = (x,) € RM*M and Kq = (k] ) € RN*N be the consistency matrices defined as follows:

ak = (o), =i (o), K= / MeplTegs, kl=1,-,M;  (346)

alki=ai) (@i, @), mi:=mp (9i,9;), Z]—/ oI, ij=1,--,N.  (3.47)
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Proposition 3.4 (Stability and consistency [2]). The bilinear forms mr, ar, mg, and ag are
consistent, i.e. for all ve V(F) and u € V(E)

aF(U,p):/FVv-Vp; and mp(v,p):/va, VpeP(F); (3.48)

aE(u,q):/EVu-Vq; and mE(u,q):/Euq, VgeP1(E). (3.49)

Furthermore, the bilinear forms mp, ar, mg, and ag are stable, meaning that there exist
two constants 0 < ¢ < C depending on the shape regularity of the mesh such that, for all
veV(F)and u€V(E)

cloffp<ar(v,0) <Clofir and cllv]|§r<mr(ov,0) <Cllv[§e (3.50)

clulip<ap(uu)<Cluli and c|lullgy <mg(u,u) <Cllullg - (3.51)

3.4 The spatially discrete formulation

We are now ready to introduce the bulk-surface virtual element discretisation of the weak
BS-RDS (2.2), which is: find U € H'([0,T];Vq), V € H'([0,T];Vr) such that

w2 (U,g) +dunf (Ug) = [ In(qU)IPp+ [ Ir(s(UV)ITg;
' ' (3.52)
mly (V) +doa (V. 9) :/r I (r(U, V) —s(U,V)) 1%,

for all ¢ € L?([0,T};Vq), ¢ € L2([0,T];Vr). The discrete initial conditions are prescribed
as the VEM interpolants of the exact initial conditions, that is

UOIIQ(M()), and V():Ir(vo), (353)
which are well-defined thanks to the regularity of 1y and v, see Assumption i}

Remark 3.1 (Formulation of the method). The treatment of the right-hand side in the
method (3.52) is an adaptation of the approach proposed in [1]] and is specifically devised
to ensure at once

e computability;

¢ the method only relies on nodal values (degrees of freedom) regardless of the func-
tional form of the nonlinear functions g,7,s, thereby avoiding costly quadratures on
general polyhedra and polygons;

¢ optimal convergence. In fact, thanks to the stability of VEM interpolants on Lipschitz-
transformed VEM spaces (Lemma [3.5), we will be able to show that the interpolants
appearing in the nonlinearities of the discrete formulation (3.52) are quadratically
accurate in the meshsize even if the V(Q)) and V(T') functions are not H? on non-
convex elements.
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Remark 3.2 (Extension to higher order). A consequence of Lemma 3.1is that, to achieve
higher order spatial convergence, it is necessary to adopt curved elements. The main
challenge in devising a higher order BS-VEM resides in the definition of the spaces V
and Vr themselves. For the bulk space V), the problem was successfully addressed in
different contexts., i.e. in 2D [13] and 3D for a Darcy problem in mixed form [28]. For
3D differential operators in standard form, to the best of our knowledge, the problem is
open. For the surface space Vr, a parametric VEM relying on explicit knowledge of local
charts was proposed in [6]. An additional challenge is that we require Vr to be the trace
of Vq, hence (i) the two spaces cannot be constructed independently from each other
and (ii) Vo must be constructed in such a way that in its trace Vr, the Laplace-Beltrami
operator is computable.

4 Stability and convergence analysis

By adapting the techniques used in [34] to the present 3D context, we prove stability
estimates for the spatially discrete problem (3.52) in the following Lemma.

Lemma 4.1 (Stability estimates for the spatially discrete BS-RDS (3.52)). There exists C>0
depending on Q), on the kinetics q,r,s, and on the shape regularity of the mesh such that

u 2 vV 2 T uz V2
S?P} U560, + Vo, )+ A \Ulia, +VIir,
telo,T

<C(1+ Wl +Voll3x, ) exp(CT); (A1)
T . .

sup (|URo, +VEr)+ [ (IU0, +IVIEr,)

t€[0,T] 0

<C(1+]1Uolf 0, + Vol r, ) exp(CT). (42)

Proof. The proof relies on standard energy techniques. By (i) choosing ¢=U and =V in
(3.52) and summing over the equations, (ii) estimating the nonlinearities with (3.40)-(3.41)
and (iii) using Proposition 3.2} Cauchy-Schwarz and Young’s inequalities we have

1d
5 g (MR W) +mi (V. V) ) +duaf) (U U) +doa (V,V)
<C (141U, + VIR, ) +ellUp, I3, 43

with ¢ > 0 being arbitrarily small, thanks to Young’s inequality. By applying the trace
inequality (A.3) to the rightmost term in (4.3) and then using (3.8), (3.50)-(3.51), we can
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choose c such that
1d
2dt
2 2 du Q
gc(1+Huno,gh+||V||o,r,,) + 3 (W), (4.4)

By using (3.51)-(3.50) into (.4) we have

li
2dt

(m,?(u,u)er,E(V,V)) +da? (U U) +dpal (V, V)

(mho(u,u)er{(V,V)) <C (mi}(u,u)er{,(V,V))
d
+C—7” aly(U,U) —dyal (V,V). (4.5)
An application of Gronwall’s lemma to (4.5) yields

sup (m,?(U,U)—Fmg(V,V))
t€[0,T]

g(1+m,§2(u0,u0)+m£<vo,vo))exp(CT)
- / O(UU)+dua} (V,V) ) exp{C(T—1) }dt, (4.6)

which yields after using (3.8). Similarly, by choosing ¢ =U and ¢ =V in (3.52) and
summing over the equations we have

- o 1d
0 r
my, (U, U)+m;, (V,V)—i—2 ;

<C (14Ul o, +IVIEr, ) +Caf )+ 3 (@ +mf (V7)) @)

(d a(U,U) +doal, (V, V))

where we have exploited the Lipschitz continuity of g,7,s, Young’s inequality and (3.50)-

(3.51). From (4.7) we get

1/ a o e ooy 1d
5 (o (U,U)—I—mh(V,V)>+2dt

SC(a?(U,U)%—a;E(V,V)) +C<1+||U||%,Qh+||V||%/rh). (4.8)

(d aQ (U, U) +dyal (V, V))

By applying Gronwall’s lemma and then using (3.50)-(3.51) we obtain (4.2). O]

To derive error estimates for the spatially discrete solution (3.52) we need suitable
bulk- and surface-Ritz projections that we had introduced in [35], where the reader is
referred for details on the proofs.

Definition 4.1 (Surface-Ritz projection). The surface-Ritz projection of a function ve H(T)
is the unique function Rv € Vr such that

ol (Ro,p) = / Vro-Vig! VpeVr, and | Ro= / 0, 4.9)
r T, r
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Theorem 4.1 (Error bound for the surface-Ritz projection). There exists C > 0 depending
only on T such that, for any v H%(T), the surface-Ritz projection Ro fulfils

[o—(R)"[|o,r+h|[o—(Ro)"||l1,r < CH?[|o] |2 1. (4.10)

Proof. The proposed surface-Ritz projection is a combination of the Ritz projections for
the SFEM [32] and VEM [56], respectively. A complete proof for the H! estimate can
be found in [38], while the L? estimate follows from the H' estimate combined with a
standard Aubin-Nitsche argument. O

Definition 4.2 (Bulk-Ritz projection). The bulk-Ritz projection of a function u € H'(Q) is
the unique function Ru € Vq such that

aflX(Ru,p) = /Q Vu-Vy! VeV, and Rup,=Ir(u"). (4.11)

Theorem 4.2 (Error bounds for the bulk-Ritz projection). If the surface I is C3, then for any
ue H* 3 (Q) with Tr(u) € HA(T) and for h sufficiently small, it holds that

= (Ru)' oo+t~ (Ru) 110 < Ch (ula 1], 3.0). ®12)
= (Ra) o +hlu— (Rut) 1.0 < CI2 a1, @13

with C depending on Q) and on the shape regularity of the mesh (see [35]]). In (4.12), the term in

H2*i (Q)) norm arises only in the simultaneous presence of a curved surface I and non-tetrahedral
bulk elements that touch I.

Proof. The proof is analogous to the proofs of [34, Theorems 4 and 5], except for the
exponent 2+ 3 in (.12) instead of the exponent 2+ } appearing in its 2D counterpart, as

a consequence of (3.15)-(3.16). O

The following theorem shows optimal quadratic convergence in the Bochner norm
L%([0,T];L?(Q) x L?(T)) for the spatially discrete BS-RDS (3.52). The theorem is the 3D
counterpart of [34, Theorem 6] and contains substantial modifications due to the different
spatial discretisation of the surface equations in 3D.

Theorem 4.3 (Convergence of the BS-VEM). Under Conjecture (1} the solution (U,V) of
(3.52) fulfils the following error estimate

[ =U" 120172200 + 10 =V 2o,y < CH, (4.14)

where C depends on (), the diffusion coefficient d,,, the functions q,r,s, the shape regularity of the
mesh, the final time T and on the following norms:

o (i)l 2o, m;m2(02)) (0,0, Te(u), Te (1)) | 120,712 (r)) i any case;
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o |[(u,u )HL2 0T Q) only in the simultaneous presence of a curved surface I and non-

tetmhedml bulk elements that touch T.

Proof. We split the error in terms of p,,0,,0,,0, defined as follows

(u,0)— (U, V) = ((u,0) — (Ru,Rv)")+ ((Ru,Rv) — (U, V))". (4.15)

(Pur00) (6u,60)

From (4.10), (4.12) and (4.13), since the Ritz projections commute with time derivatives,
we have that

1(Te(ou), Tt (pu),00,00) llor < Ch? [ (Te(u), Te(12),0,0) |2.r; (4.16)
1w fu) lo0 < Ch? <H (u, ) [|2,0+ || (u,12) H2+§,0) : (4.17)

We are left to estimate the norms of 6, and 6,. By using 2.1), (3.52), (¢.11) and @.15) we
have the following error equation

ms? (G;Z,q)) +d,a (9;%) +mb <9;€,¢) +doal (070 p)
=mj (U, ) —mi} (Rit, @) +dyai) (U, @) —dya;’ (Ru, )
+my, (V) —mj, (RO,¢) +doaj, (V) —doa, (R0, )
= [, 1o () Xy (Rit ) ~duaf? (Ru g)+ [ Ir(s(U,V)) 11} Te(p)

[ (W) = (R, )~ (Rop)— [ In(s(U, V) TRy

Ty
= [ g —m(Rit, ) + /th(q(u»n%(p— Jawye!
T
+/vl,lJ —mj (Ro,¥) +/ Ir (r(U, V) Ty — / u,v) Y’
T3
+ [ I V) (Trp—y) — | <s<u,v>><Tr<<o>—¢>‘*. (@18)

Ts

We now estimate terms T; through T5 on the right hand side of (4.18) in turn. For T we
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use (A.2) from the Appendix, (3.12) and 4.17):
T :/ (11— (Ru)‘])(pe—k/ (Ru)ggoé—/ Ru<p+/ Riip—mi}(RiL,p)
Q Q Oy 03

< H”_(R”)EHO,QH(I%HO,Q-FChH(R”)(ZHO,Q{;H§0€Ho,0g+/7€u§"_m?(7zulfl’)

Qy
< li— (R foall¢' oo+ CIRII(R) Ihalle’ ot [ Rig—mf(Ri,g)
> , , , , h P
Qy
<2 (Jlila0+ il y0) 9 lha+ | Rig—m(Rit,p). (4.19)
h

We estimate the last term in (£.19) using (A.2), (A.4), 3.7), (3.15), (3.33), (3:49) and (.17):
Ritg—mf}(Rit,g) = [ (Rit—iix)g—mf)(Rii—it, )
o7

Qy
<[IRi—iixlloo, lllloo,

<C(Ilulloa+ i~ ~llon, +li—illoa, ) l9‘loo

< (|lilaa+lillz: 3.0) 19 oo (4.20)
By combining (4.19) and (4.20) we get
T < CH (Jfill.a+ 1]21.3.0) 9 lla- (4.21)

We estimate T, by adapting the approach used in [1, Theorem 4.2]. From (A.2), (3.12),
(3.19), (3-39), (3-37), (3-39) and (4.17), we have that

To= [ In(g(U)~g(@) g+ || (Ing(@) —q(m) g

+ [ (@@ —a e+ [ g )he— [ () ([The)’
h h
<Cllu—Iaa [Tt lo, +Ch2 () 20, ITheloo,
O ul, ol T lloo, +Chllg(w) ooy | (TT9) o
<C([lU—ullog,+llu=alloa,+la—Iadlon,) | ¢lloa,
O ([0, + 1) l@lloa, +CHllully.  all9lon, +CH(lulat+1) ¢’ o

<C(l0ullo+ 2 ulba+hul3.0) I9'llha: (422)
As for T3, from (A.2), (3.9), (3.14), (3.48) and (#.16) we have that
ngfmpf—/ z'fflp+/ 1’)_41,0—/ Rmp+/ Rop—ml (Ro,p)
T 1”;, l"h rh 1—‘h
<CR||9]lor 9" llo,r +Cllpollor 19 llor < CH[0ll2r 19" [lor- (4.23)
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To estimate T, we proceed as in (4.22). Specifically, from (3.14), (3.34), (3.36), (3.38), and
(4.16), we have that

T4 < C|[(0u,00) llor 19" llo,r +CH2| (1, 0) o r 19 [lo,r- (4.24)

We estimate T5 as in (4.24) by also using (A.3):

Ts <C (|| (81,00)lo,r +CH|| (11,0)|]2,r) | Te(9") — ¢* o,
<C([1(8u,00) llo,r +CH2|[ (w,0) 2r) (19 1I10+ 19" lor)- (4.25)

By substituting (4.21)-(4.25) into the error equation (4.18), using Young’s inequality and
choosing ¢ =6, ¢’ =0, we have

H9 Hon‘f’duwat‘ln"‘ H9 Hor‘*‘d |02 ‘1r

SC(U,u,LI,U,?},du) (h4+ HGU H%,Q_'_ HQU H%,l") +du |9u |%,Q' (4-26)

From the stability estimates (4.1)-(4.2), ||U||1,0, can be bounded in terms of the norms of
the initial data ||Up||1,0, and || Vo|1,r,, which in turn depend on the exact initial condition
(u0,v0) thanks to (3.53). We can then remove the dependence of C on U in (4.26) obtaining

S loul3a+ e <cuiood, >(h4+|\9u||%,n+||ev||%,r), (4.27)

where C(u,1,v,9,d,) is a linear combination of the norms of the arguments between
brackets. Thanks to (2.3), such a time-dependent linear combination C(u,1,v,7,d,) ap-

pearing in (4.27) fulfils
T
/ C 111,00,y )dt < 400, (4.28)
0

By applying Gr('jnwall’s lemma to , accounting for the h?-accuracy of the initial
conditions (3.53) and exploiting (4.28), we get the desired estimate (4.14). O

Remark 4.1 (Optimal convergence for bulk-only PDEs). If the function s in depends
only on u, i.e. s=s(u), then the first equation in becomes completely decoupled from
the surface PDE and takes the form

{L’t—duAu:q(u), xeQ), te[0,T|; (4.29)

Vu-v—s(u)=0, xeIl, te[0,T],
a reaction-diffusion PDE endowed with general nonlinear Robin boundary conditions.

Thanks to the usage of completely distinct and decoupled Ritz projections in the bulk
domain () and on the surface I', the proposed analysis applies to the bulk PDE problem
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and implies that bulk VEM in 3D retain optimal convergence in the presence of
a curved boundary I'. This result, albeit intuitive, lacked a rigorous justification in the
literature. In the special case of tetrahedral meshes (FEM), the result was provenin [7]. As
for VEM, previous works addressed the geometric variational crime through the usage
of curved elements (see [13]] for the 2D case and [28]] for a mixed formulation of the Darcy
problem in 3D) or through algebraic corrections in the method [16].

5 Time discretisation

In this section we will show a matrix-vector formulation of the spatially discrete formu-
lation (3.52), and then we will show a simple and effective time discretisation scheme. By
expressing the time-dependent semi-discrete solution (U, V) in the Lagrange bases

N

M
U(x,t):;}\i(t)cpi(x), xey,; and V(x,t):k;yk(t)lpk(x), xely,

where A;(0) =Uy(x;) and p(0) = Vy(xx) according to the initial condition (3.53). By using
the consistency properties (3.50)-(3.51)) in the approximation of the reaction kinetics, the
fully discrete problem can be written as an (M+N) x (M+ N) nonlinear ODE system in
matrix form:

{ngt—l—AQ/\KQq(A)—i-RKrs(RT/\,]J); -
5.1

Mrﬂ+Ar]d =Kt (T’(RT/\,‘u) —S(RT/\,;l)) .

In the above, A(t):=(A;,--,AN)T €RYN, u(t) := (u1, -+, um)" € RM, while My, Mq, Ar,
Aq, Kr, and K, are the mass, stiffness, and consistency matrices defined in (3.46)-(3.47).
For the time discretisation of the spatially discrete formulation of the BS-RDS
we use the IMEX (IMplicit-EXplicit) Euler method. The method approximates diffusion
terms implicitly and reaction- and boundary-terms explicitly, see for instance [36]. The
method is first-order accurate, but combines unconditional stability for the diffusion and
an immediate treatment of arbitrarily nonlinear kinetics. Given the timestep T >0 we
consider the equally spaced discrete times t, :=nt, for n=0,---,Nt, with Nt:= [%] . For
n=0,---,Nr the method looks for A" and u" meant to approximate the spatially discrete
solution (A(t),u(t)) at time t,. By proceeding as in [34], the IMEX Euler time discretisa-
tion of yields the following sequence of linear systems

{ (Ma+TKa)A" ™ = MqA" +7Kaq(A") +TRKrs(RTA™, u); 52)
5.2

(Mr+7Kr)p" ™ = Mrp" +tKr (r(RTA", u") —s(RTA", u")),

for n=0,---,Nt—1, where R is the reduction matrix defined in (3.1), where A0 = A(0) and
0_
# =pn(0).



754 M. Frittelli et al. / Commun. Comput. Phys., 33 (2023), pp. 733-763

6 Numerical examples

We provide two numerical examples to illustrate our findings. In the first example, we
test the convergence rate of the BS-VEM for a linear BS-PDE whose solution is known in
closed form. The second example shows the application of the BS-VEM to the simulation
of bulk-surface Turing patterns in a BS-RDS known in the literature. As discussed in [46],
BS-RDSs in 3D constitute a useful mathematical framework for the simulation of diverse
biological processes, such as cell motility, regenerative medicine, tissue engineering and
more. In both experiments, the computations are carried out with our own MATLAB im-
plementation of the BS-VEM. For illustrative purposes, each linear system is solved with
MATLAB’s mldivide solver based on LU factorisation, significantly accelerated through
MATLAB’s built-in function symamd, dedicated to the reordering of the unknowns.

6.1 A linear bulk-surface PDE: convergence

We numerically solve the following linear parabolic BS-PDE on the unit sphere () in 3D:

u—Au=—u in Qx[0,T];
0—Arv+Vu-n=9u+8v ondQx[0,T]; (6.1)
Vu-n=u+v on 002 x [0,T],

for final time T=0.25, whose exact solution is given by u(x,y,z,t) = xyze™" for (x,y,z,t) €
Qx[0,T] and v(x,y,z,t) =2xyze " for (x,y,z,t) €9Q x [0,T]. The initial condition of is
the exact solution (u,v) evaluated at t =0. We consider a sequence of four cubic meshes,
i=1,---,4, with meshsizes h; = V/3-27%. The i-th mesh is obtained by subdividing each
dimension of the cube [—1,1]3 into 2/*! intervals, thereby producing a cubic bounding
mesh. From the cubic mesh we obtain a bulk-surface mesh of the sphere, shown in Fig.
as described in [35]. Correspondingly, we choose timesteps 7; = 27272 1—=1,2,3,4, that
decrease quadratically with the meshsize. On each mesh we solve the discrete problem,
we compute the error in L2(Q)) x L*(T) norm at the final time T =0.25 and the respective
convergence rate. As shown in Table[l] the convergence in L%(Q) x L?(T') norm is optimal,
i.e. quadratic in space. Moreover, since the timesteps 7; decrease quadratically with the
meshsizes h;, the experiment also implies linear convergence in time, which is also opti-
mal for the IMEX Euler scheme. The numerical solution at the final time obtained on the
finest mesh is plotted in Fig. 2l We remark that the number of spatial degrees of freedom
grows cubically with i, i.e. N=0(i®), while the number of timesteps grows quadratically
with i, i.e. Nr=0(i?). Then, on the i-th mesh we solve O(i?) linear systems of dimen-
sion O(i%), hence the sudden increase in computational cost (reported in seconds for the
execution time) between i =3 and i =4, see Table 1. It is outside the scope of this work to
consider the usage of second-order time integrators or more efficient linear solvers. This
forms part of our current research program.



M. Frittelli et al. / Commun. Comput. Phys., 33 (2023), pp. 733-763 755

Table 1: Linear parabolic BS-PDE on the unit sphere Q) in 3D. By applying the BS-VEM-IMEX Euler
scheme on a sequence of four meshes with decreasing meshsize I and timestep T, we observe optimal quadratic
spatial convergence in L>(Q) x L>(T) norm. Computational times in seconds required for the time integration
are shown. Nr is the number of linear systems of dimension N that are solved on each mesh i.

i N h T L2(Q) x L%(T) | convergence | Time (s) | Nt
error rate

1 53 0.8660 | 6.2500e-02 4.8329e-01 - 0.00884 4

2 | 445 | 04330 | 1.5625e-02 1.5106e-01 1.6778 0.01404 | 16

3| 3089 | 0.2165 | 3.9062e-03 4.3741e-02 1.7881 0.27196 | 64

4 | 21465 | 0.1083 | 9.7656e-04 1.1473e-02 1.9308 34.65810 | 256

(a) Bulk-surface mesh of the sphere
obtained from cubic bounding box.
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(b) U component of the numerical solution in the  (c) V component of the numerical solution on the
bulk. surface.

Figure 2: Linear parabolic BS-PDE on the unit sphere () in 3D. The problem is solved on a sequence
of bulk-surface meshes composed mostly of cubes like in (a) for N=445. The U and V components of the
numerical solution obtained on the finest mesh for i=4 with N=40381 nodes and timestep T=1.5625¢—2 are
shown in (b) and (c).
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6.2 A bulk-surface reaction-diffusion model on the sphere

We show the application of the BS-VEM to the following four-species coupled BS-RDS in
3D with activator-depleted kinetics considered in [46]:

u—Au=yqf(u,0) in QO x[0,T];
v—daAv="y08(u,v) in Qx[0,T];
#—Arr=7r(f(r,s)—hi(u,0,1,s)) in0Qyx [0, T];
$—drArs=~r(g(r,s) —ha(u,v,r,s)) inoQx[0,T];
Vu-n=vrhi(u,0,r,s) on 0Q)x [0,T};
\dQVU-n:'yrhz(u,v,r,s) on 00 x [0,T],

6.2)

where f(u,0):=a—u+u?v, ¢(u,v):=b—u?v, hy(u,0,r,s):=a1r—Bru—x10,and hy (u,v,7,s):=
a5 — Pou—rxy0. As shown in [47], the following is a spatially homogeneous steady state
for system (6.2):

(u*, 0%, r*,s%):= (a—i—b,m,a—kb,W). (6.3)
The steady state is Turing unstable under specific conditions on the parameters,
which are met by the following parameter choice:

5
k=5, Pi1=-=; P2=0; x1=0; x2=5

5
a=0.1, =09, wa;=-— >

12’
dQZlO; dr:10,' ’)’0255; ’)/r:55.

(6.4)

Correspondingly, the steady state becomes (1,0.9,1,0.9). We solve the problem on
the unit sphere, approximated with a polyhedral mesh with N =5749 nodes, with final
time T = 20, timestep T = 2e—4, and initial data given as small spatially random per-
turbations of amplitude 1e-3 around the equilibrium (6.3). As we can see in Fig. ] the
solution at the time T =20 is a pattern with multiple symmetries. Specifically, the surface
components (7,5) possess six spot patterns located at the vertexes of a cube. The bulk
components (u,v), instead, show four “tunnels” connecting the top spot of (7,s) to the
four equatorial spots of (r,s) and an internal spot that matches the bottom spot of (7,s).

7 Conclusions and future challenges

In this study, we have considered a bulk-surface virtual element method (BS-VEM) for
the numerical approximation of coupled bulk-surface reaction-diffusion systems (BS-
RDSs). The proposed method combines a 3D virtual element method (VEM) for the bulk
equations [1,]10] with a surface virtual element method (SVEM) for the surface equa-
tions [38]. The special case of simplicial bulk-surface meshes encompasses the BS-FEM
for BS-RDSs [46]. This work extends the work in [34], devoted to the 2D case.
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Figure 3: Numerical solution of the BS-RDS on the unit sphere, approximated with a polyhedral mesh with
N =5749 nodes, at the final time T=20, with timestep T=2¢-4. Top row: bulk components (U,V). Middle
row: a cross-sectional view of the bulk components (U,V). Bottom row: surface components (R,S).

We have adopted the polyhedral bulk-surface meshes considered in and we have
used the corresponding geometric error estimates. Exactly as in the special case of the
tetrahedral meshes used in the BSFEM, the geometric error is O(h) in the bulk (although
confined to a h-narrow band) and O(h?) on the surface, where & is the meshsize.
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We have carried out a full error analysis. Specifically, if the exact solution is H 2+3 (Q)
in the bulk and H?(T') on the surface, the BS-VEM possesses optimal second-order con-
vergence in space in L? norm. The present analysis combines the techniques used in [34]
and [35] and contains suitable adaptations due to the simultaneous presence of nonlin-
earities, time dependence, and 3D.

From the properties of our bulk-Ritz projection we have drawn an additional conse-
quence: the lowest order bulk-VEM in 3D [8] retains optimal convergence even in the
simultaneous presence of curved boundaries and non-zero boundary conditions, a result
that was not fully addressed in the literature, to the best of our knowledge.

We have provided two numerical examples to demonstrate (i) the optimal conver-
gence in space and time and (ii) the simulation of Turing patterns in a known bulk-surface
activator-inhibitor model system of four species.

The present work paves the way for future research directions. For instance, higher
order convergence in space is an open problem. The analysis in this work indicates that
the main challenge to this end is the geometric error, which could be addressed with
curved 3D elements, following the seminal work in [28]. Another future direction is the
extension to evolving domains. Both of these challenges form part of our current studies.
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Appendix: Definitions and basic results

In this Appendix we provide preliminary definitions, results and notations adopted
throughout the article. We start by introducing some notation on Lebesgue and Sobolev
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spaces. If p € [1,4o0], we denote by LP(Q)) and LP(T) the usual Lebesgue spaces on ()
and T', with [|-[|g,,,q and ||-[|o,,r being the respective norms. If m € N and p € [1,4-c0],
we denote by W™ (Q)) and W™ (T') the usual Sobolev spaces of integer order m on ()
and T, with ||-[/,s,5,0 and [|-||,np,r being the respective norms. Finally, for s € [0,4-00) and
p€[1,+00), we denote by W*#(Q)) and W7 (T') the Sobolev Spaces of fractional order s on
Qand T, with ||-[s 5o and ||-||s p,r being the respective norms, see [35] for full definitions.
In the notable case p =2, we adopt the usual notation H*:=W*2 and ||-||sq or ||-||sr for
the respective norms. The following results are used throughout the analysis.

Lemma A.1 (Inclusion between fractional Sobolev spaces, [29]). Let Q) CR® be a bounded
domain with a C* boundarff| T, let p € [1,400) and s,s' € [0,+00) such that s <s'. Then there
exists C >0 depending on () and s such that

||u||5,p,ﬂ < CH”HS’,p,Qz (Al)
for all u€ WP (QQ). Hence, W** (Q) CW*#(Q).

Theorem A.1 (Narrow band trace inequality, [31]). For é >0 let Us be the narrow band of
I' of width ¢ (see [35]] for a full definition and Fig. for an illustration). There exists C >0
(depending on Q) such that if § is sufficiently small (depending on Q), then any u€ H'(Q) fulfils

1
[ullo,u, < Co2|[ufl1,0- (A2)

Theorem A.2 (Trace theorem, [53,54]). Let k€IN, 1/2 <s <k and assume that the boundary
TisaCk surface Then there exists a bounded operator Tr: H*(Q)) — H*~1/2(T"), called the trace
operator, such that Tr(u) =ur. The trace operator fulfils

ITr(u)lls—y r <Cllulls, VueH(Q). (A3)

Theorem A.3 (Stein extension theorem, [54, Chap. 6, Theorem 5]). Let (2 C R3 have a Lip-
schitz boundary T, let r €N and p € [1,400]. Then, there exists C >0, depending on Q) and r but
not on p, such that, for any u € W'¥ (Q), there exists it € WP (R?) fulfilling it = u and

1]l pre < Cllutllrp,00- (A4)
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