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Abstract. This paper concerns both the structural and dynamical stabilities of radially
symmetric transonic shock solutions for two-dimensional Euler-Poisson system in an
annulus. The density of fixed, positively charged background ions is allowed to be dif-
ferent constants in supersonic and subsonic regimes. First, the existence and structural
stability of a steady transonic shock solution are obtained by the monotonicity between
the shock location and the density on the outer circle. Second, any radially symmetric
transonic shock solution with respect to small perturbations of the initial data is shown
to be dynamically stable. The proof relies on the decay estimates and coupled effects
from electric field and geometry of the annulus, together with the methods from [18].
These results generalize previous stability results on transonic shock solutions for con-
stant background charge.
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1 Introduction and main results

The propagation of electrons in submicron semiconductor devices and plasma is gover-
ned by the Euler-Poisson equations [22]. In this paper, we focus on the two-dimensional
Euler-Poisson equations in an annulus

Ω=

{

(x,y) : 0< r1 < r=
√

x2+y2< r2<+∞

}
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as follows:






















ρt+(ρu1)x+(ρu2)y=0,

(ρu1)t+(ρu2
1)x+(ρu1u2)y+px =ρE1,

(ρu2)t+(ρu1u2)x+(ρu2
2)y+py =ρE2,

(E1)x+(E2)y=ρ−b,

(1.1)

where u=(u1,u2) and ρ>0 represent the macroscopic particle velocity field and electron
density, respectively. E=(E1,E2) is the electric field generated by the Coulomb force of
particles, and b> 0 stands for the density of fixed, positively charged background ions.
The pressure p is given by p=Aργ(A>0,γ>1) and thus satisfies

p(0)=0, p′>0, p′′>0 for ρ>0, p(+∞)=+∞.

Moreover, the local sound speed c and Mach number M are defined by c(ρ)=
√

p′(ρ) and
M= |u|/c, respectively. The flow is called supersonic if |u|> c(ρ); subsonic if |u|< c(ρ);
sonic if |u|= c(ρ). The pure supersonic and subsonic flows have been studied by many
people (see [2,3,5,11,21,30] and references therein). On the other hand, the discontinuous
transonic flow, that is, transonic shock contains a free boundary (shock) on the left of the
subsonic region. This leads to some essential difficulties for mathematical analysis of
transonic shock solutions.

For Euler system, Courant and Friedrichs [10] described the transonic shock phenom-
ena in a de Laval nozzle. According to the above phenomena, there are numerous signif-
icant results about the existence and stability of steady transonic shock solutions to Euler
system in a nozzle (see [7–9, 14, 17, 29, 31, 32] and references therein). The global in time
stability of transonic shock solutions was investigated by Liu [16] and Xin and Yin [32].
In [16], the author used a wave front tracking variant of Glimm’s scheme to prove that,
for quasi-one-dimensional system, a weak transonic shock solution is dynamically stable
in divergent nozzle and dynamically unstable in convergent nozzle. These results were
improved by Rauch et al. [27]. Other related results about the transonic flows can be
found [6, 28, 33].

Concerning Euler-Poisson system, there have been only a few results for the transonic
shock solutions. In one-dimensional case, a transonic shock problem with a linear pres-
sure p(ρ)= kρ and special boundary conditions was discussed in [1]. For more general
case, Gamba [13] constructed a transonic shock solution, which may contain boundary
layers due to the technical limit. A thorough study of the transonic shock solutions for
one-dimensional Euler-Poisson equations with a constant background charge b=b0 in flat
nozzles was given by Luo and Xin [19], where the existence, non-existence, uniqueness
and non-uniqueness of solutions with transonic shock were established. Bae and Park [4]
established the well-posedness of radial transonic shock problem for Euler-Poisson equa-
tions in a two-dimensional convergent nozzle under a strong effect of self-generated elec-
tric field. Luo et al. [18] proved that a steady transonic shock solution with supersonic
background charge, obtained in [19], is structurally stable under small perturbations of
the background charge and is dynamically stable with respect to small perturbation of
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the initial data. Later on, Duan et al. [12] extended the one-dimensional results [18] to
the quasi-one-dimensional case, and showed that there indeed exists a dynamically sta-
ble transonic shock solution for the Euler-Poisson system in convergent nozzles, which
is not true for the Euler system. These one-dimensional or quasi-one-dimensional re-
sults [12, 18, 19] are closely related to the assumptions on the background charge. Phys-
ically, the background charge b represents the propagation state of particles in semicon-
ductor devices. b may be different constants in supersonic region and subsonic region.
Thus, it would be interesting to study transonic flows with jumping background charge.
Motivated by the pioneer work [18], in this paper, our purpose is to establish stability re-
sults for radial symmetric transonic shock solutions to Euler-Poisson equations in a two-
dimensional annulus with jumping background charge. These results generalize previ-
ous stability results on transonic shock solutions for constant background charge [19], or
background charge around a constant [12, 18].

In particular, we consider the two-dimensional Euler-Poisson equations (1.1) in an
annulus

Ω=

{

(x,y) : 0< r1 < r=
√

x2+y2< r2 <+∞

}

,

where the background charge b is assumed to be

b=

{

b1, if |u|> c,

b2, if |u|< c.
(1.2)

Here b1,b2 are positive constants. Since we focus on the radical symmetric flows, in the
polar coordinate (r,θ), let the density, velocity field and electric field be ρ(r), u= u(r)er

and E=E(r)er , respectively, where

r=
√

x2+y2, er =

(

cosθ
sinθ

)

.

(We assume that the velocity is always positive.)
Therefore, (1.1) can be written as











(rρ)t+(rρu)r =0,

(rρu)t+(rρu2)r+rpr = rρE,

(rE)r = r(ρ−b).

(1.3)

The corresponding time-independent equations read,










(rρu)r =0, (1.4a)

(rρu2)r+rpr = rρE, (1.4b)

(rE)r = r(ρ−b). (1.4c)

We aim to investigate two distinct stability results. One result concerns the existence and
stability of steady transonic shock solutions to (1.4). The other concerns the global in time
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stability for solutions whose initial data is a small perturbation of a stationary transonic
shock solution to (1.4).

First, consider the boundary value problem for (1.4) in 0<r1<r<r2 with the boundary
conditions

(ρ,u,E)(r1)=(ρl ,ul,El) for El >0,

ρ(r2)=ρe.
(1.5)

The flow velocity is assumed to be supersonic on the inner circle and subsonic on the
outer circle of the annulus, i.e

ρl >0, ul >

√

p′(ρl), ue <

√

p′(ρe).

By Eq. (1.4a), rρu(r)=r1ρlul := J(r1≤r≤r2) and the velocity is given by u= J/(rρ). Thus
the boundary value problem (1.4)-(1.5) can be reduced to























(

J2

r2ρ
+p

)

r

=ρE− J2

r3ρ
, (1.6a)

(rE)r = r(ρ−b), (1.6b)

(ρ,E)(r1)=(ρl ,El), ρ(r2)=ρe. (1.6c)

Let ρs be the unique solution of the equation

J2

r2ρ2
= p′(ρ),

which is the density for the sonic state.
The steady transonic shock solution to (1.4)-(1.5) is defined as follows.

Definition 1.1. The piecewise smooth function

(ρ,E)=

{

(ρ−,E−), r1≤ r< rs,

(ρ+,E+), rs < r≤ r2

is said to be a steady transonic shock solution with shock located at rs ∈ (r1,r2) to the boundary
value problem (1.4)-(1.5) in Ω provided

(i) (ρ−,E−) and (ρ+,E+) satisfy (1.4)-(1.5) in (r1,rs) and (rs,r2) piecewisely, with M−> 1
and M+<1, where M is the Mach number.

(ii) The Rankine-Hugoniot conditions hold acrossing the shock at r= rs,

ρ−u−(rs)=ρ+u+(rs),

ρ−u2
−(rs)+p

(

ρ−(rs)
)

=ρ+u2
+(rs)+p

(

ρ+(rs)
)

,

E−(rs)=E+(rs).

(1.7)
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(iii) The Lax’s entropy condition holds at r= rs,

ρ+(rs)>ρs >ρ−(rs). (1.8)

Remark 1.1. The Rankine-Hugoniot conditions (1.7) are equivalent to

p
(

ρ−(rs)
)

+
J2

r2
s ρ−(rs)

= p
(

ρ+(rs)
)

+
J2

r2
s ρ+(rs)

, (1.9a)

E−(rs)=E+(rs). (1.9b)

Furthermore, Eq. (1.4b) becomes

(

1

2
u2+

γp

(γ−1)ρ

)

r

=E

since p=Aργ. Therefore, we have

1

2
u2
−(rs)+

γp
(

ρ−(rs)
)

(γ−1)ρ−(rs)
=

1

2
u2
+(rs)+

γp
(

ρ+(rs)
)

(γ−1)ρ+(rs)
(1.10)

in the Rankine-Hugoniot conditions as well.

The structural stability of the steady transonic shock solution is analyzed in the fol-
lowing theorem.

Theorem 1.1. For given positive constants J,r1,r2 and background charge 0<b<ρs as in (1.2),
there exists an interval I =(ρ,ρ). Then for any density on the outer circle ρe ∈ I, the boundary

value problem (1.4)-(1.5) admits a unique transonic shock solution (ρ,u,E) as in Definition 1.1.
Moreover, the position of the transonic shock is automatically adjusted according to ρe.

Second, we investigate the dynamical stability for the steady transonic shock solu-
tions. For the background charge 0 < b < ρs as in (1.2) and a given constant J̄ > 0, let
(ρ̄,ū,Ē)(r) be the steady transonic shock solution to the boundary value problem (1.4)-
(1.5) with shock location rs. In the following, we consider the initial boundary value
problem for (1.3) with the initial data

(ρ,u,E)(0,r)=(ρ0,u0,E0)(r), r1 ≤ r≤ r2 (1.11)

and the boundary conditions

(ρ,u,E)(t,r1)=(ρl , J̄/ρl ,El), ρ(t,r2)=ρe, t>0, (1.12)

where ρl ,El,ρe are the same as in (1.5). The initial data is of the form

(ρ0,u0)(r)=

{

(ρ0−,u0−)(r), r1≤ r≤ r̃0,

(ρ0+,u0+)(r), r̃0≤ r≤ r2,
(1.13)
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and

E0(r)=
r1

r
El+

1

r

∫ r

r1

s
(

ρ0(s)−b1

)

ds, if r∈ (r1,r̃0), (1.14)

E0(r)=
r1

r
El+

1

r

∫ r̃0

r1

s
(

ρ0(s)−b1

)

ds+
1

r

∫ r

r̃0

s
(

ρ0(s)−b2

)

ds, if r∈ (r̃0,r2). (1.15)

At r= r̃0, the Rankine-Hogoniot conditions hold
(

p(ρ0+)+ρ0+u2
0+−p(ρ0−)−ρ0−u2

0−
)

·
(

ρ0+−ρ0−
)

(r̃0)

=(ρ0+u0+−ρ0−u0−)
2(r̃0). (1.16)

Furthermore, we assume that the initial data is a small perturbation of (ρ̄,ū,Ē) in the
sense that

|r̃0−rs|+‖(ρ0−,u0−)−(ρ̄−,ū−)‖Hk+2([r1,r̂0])

+‖(ρ0+,u0+)−(ρ̄+,ū+)‖Hk+2([ř0,r2])
<ǫ (1.17)

for some small ǫ>0 and some integer k≥15, where r̂0 =max{rs,r̃0} and ř0 =min{rs,r̃0}.
A discussion on the regularity assumption can be found in [20, 23].

We give the definition of piecewise smooth entropy solutions to (1.3) as follows.

Definition 1.2. A piecewise smooth entropy solution of (1.3) at r= r(t) to Euler-Poisson equa-
tions (1.3) in Ω can be formulated as

(ρ,u,E)=

{

(ρ−,u−,E−), r1 ≤ r≤ r(t),

(ρ+,u+,E+), r(t)≤ r≤ r2 ,

where

(i) (ρ−,u−,E−) and (ρ+,u+,E+) are C1 smooth solutions of (1.3), (1.11)-(1.12) in the regions
{(t,r)| t≥0, r1 ≤ r≤ r(t)} and {(t,r)| t≥0, r(t)≤ r≤ r2} respectively, with M−>1 and
M+<1, where M is the Mach number.

(ii) The Rankine-Hugoniot conditions hold at r= r(t),

ρu
(

t,r(t)+
)

−ρu
(

t,r(t)−
)

=
(

ρ(t,r(t)+)−ρ(t,r(t)−)
)

r′(t), (1.18a)
(

p(ρ)+ρu2
)(

t,r(t)+
)

−
(

p(ρ)+ρu2
)(

t,r(t)−
)

=
(

ρu(t,r(t)+)−ρu(t,r(t)−)
)

r′(t), (1.18b)

E
(

t,r(t)+
)

=E
(

t,r(t)−
)

. (1.18c)

(iii) The Lax geometric entropy conditions hold at r= r(t),
(

u−
√

p′(ρ)
)

(

t,r(t)−
)

> r′(t)>
(

u−
√

p′(ρ)
)

(

t,r(t)+
)

,

(

u+
√

p′(ρ)
)

(

t,r(t)+
)

> r′(t).
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The dynamical stability of transonic shock solutions to (1.3) is given in the following
theorem.

Theorem 1.2. Suppose (ρ̄,ū,Ē)(r) obtained in Theorem 1.1, is a steady transonic shock solution
to problem (1.4)-(1.5) with shock location rs and Ē+(rs)>0. Then there exists ǫ0>0 such that for
any ǫ≤ ǫ0, if the initial data (ρ0,u0,E0) satisfy (1.13)-(1.17) and the k+2-th order compatibility
conditions at r = r1,r = rs and r = r2, then the initial boundary value problem (1.3), (1.11)-
(1.12) admits a unique piecewise smooth entropy solution (ρ,u,E)(t,r) for (t,r)∈ [0,∞)×[r1 ,r2]
containing a single transonic shock at r= r(t) with r(0)= r̃0. Moreover, there exist T∗> 0 and
λ>0 such that

(ρ−,u−,E−)(t,r)=(ρ̄− ,ū−,Ē−)(r) for r1≤ r< r(t), t>T∗

and

‖(ρ+,u+)(·,t)−(ρ̄+,ū+)(·)‖Wk−7,∞(r(t),r2)
+‖E+(·,t)− Ē+(·)‖Wk−6,∞(r(t),r2)

≤Cǫe−λt,

k−6

∑
m=0

∣

∣∂m
t

(

r(t)−rs

)
∣

∣≤Cǫe−λt for t≥0.

Remark 1.2. The compatibility conditions for the initial boundary value problems for
hyperbolic equations were discussed in detail in [20, 23, 25].

In this paper, the background charge b is assumed to be two different constants in
supersonic and subsonic regions respectively. Here, the discontinuity of b is actually de-
termined by shock fronts. Thus the function b depends on transonic shock solutions,
and the equations change across shocks. Accordingly, the solution trajectories have more
plentiful phenomena than the ones of constant background charge. Compared with pre-
vious studies, one of the main difficulties is the uncertainty of the jumping of b which
depends only on shock locations. In addition, the shock is a free boundary connecting
supersonic and subsonic regions. The key approach is that we formulate the dynamical
stability problem into analyzing the second order quasi-linear hyperbolic equation by
using the difference of shock locations r(t)−rs and the difference of background charges
b2−b1. Applying the idea in [18], we obtain additional a priori estimate involving the
difference of background charges and shock locations, also the dynamical stability is es-
tablished in Theorem 1.2 with decay estimates and coupled effects from electric field and
geometry.

The rest of this paper is organized as follows. In Section 2, the structural stability of
radially symmetric steady transonic shock solutions to (1.4) is established by the stabil-
ity analysis for subsonic/supersonic solutions, and the monotonicity between the shock
position and the density on the outer circle. In Subsection 3.1, the dynamical stability
problem is transformed to the global well-posedness of a free boundary problem. Then,
after analyzing the associated linearized problem in Subsection 3.2, we state our main
proposition (Proposition 3.1), which will lead to Theorem 1.2. Subsection 3.3 is devoted
to prove Proposition 3.1 by deriving uniform a priori estimates on the solutions, and thus,
Theorem 1.2 holds.
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2 Structural stability of steady transonic shock solutions

In this section, we investigate the steady transonic shock solutions to (1.4)-(1.5) under
jumping background charge b∈ (0,ρs) as in (1.2).

Lemma 2.1 concerns the existence of a supersonic solution in the annulus.

Lemma 2.1 (Existence of supersonic solutions). For any given interval [r∗,r∗]⊆ [r1,r2], sup-
pose (ρ∗,u∗,E∗) is any supersonic data at r = r∗, then Eq. (1.4) with the boundary condition
(ρ,u,E)(r∗)=(ρ∗,u∗,E∗) admits a C1 supersonic solution (ρ,u,E)(r) on [r∗,r∗].

Proof. A direct computation from (1.4) shows that a C1 non-sonic solution (ρ,u,E) satis-
fies































dρ

dr
=

ρE

p′(ρ)−u2
+

ρu2

r
(

p′(ρ)−u2
) ,

du

dr
=− uE

p′(ρ)−u2
− uc2

r
(

p′(ρ)−u2
) ,

dE

dr
=−E

r
+ρ−b.

(2.1)

Eqs. (2.1) describe the variation of states of subsonic and supersonic flows in the annulus
and its integral curve is called subsonic curve or supersonic curve. By the local existence
theory of ODE system, one can define Lr∗ to be the lifespan of the supersonic solution
(ρ,u,E) to (1.4) with (ρ,u,E)(r∗)=(ρ∗,u∗,E∗) .

For any τ∈ (0,ρs), set

r(τ)=
∫ τ

ρ∗

p′(ρ)− J2/(r2ρ2)

ρE+ J2/(r3ρ)
dρ.

Note that in supersonic region, 0<ρ<ρs . Thus

r′(τ)=
p′(τ)− J2/(r2τ2)

τE−(r)+ J2/(r3τ)
<0

for any 0<τ<ρs and E(τ)>0. The monotonicity of r(τ) in (0,ρs) leads to Lr∗ ≥ r∗. That
is, Eq. (1.4) admits a C1 supersonic solution on [r∗,r∗].

Now, for any left supersonic state (ρ−,u−,E−) satisfying ρ−< ρs, via a shock at r= s,
one can connect it to a unique right state (ρ+,u+,E+) at r= s, where











































u+=
(ρ−u3

−)/2+[γ/(γ−1)]p−u−
[(γ+1)/(2(γ−1))]ρ−u−

· 1

u−
=

γ−1

γ+1
u−+

2γ

(γ+1)J
sp−,

ρ+=
J

su+
=

1

s
· J2(γ+1)

(γ−1)u− J+2γsp−
,

p+=
Ju−

s
+p−−

J

s

(

γ−1

γ+1
u−+

2γ

(γ+1)J
sp−

)

,

E+=E−

(2.2)
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are determined by the Rankine-Hugoniot conditions (1.7) and (1.10). Moreover, the en-
tropy condition (1.8) implies that

u+
2−c+

2=u+
2−γ

p+
ρ+

=u2
+−

γsp+u+

J
=u+u−

(

c2
−

u2
−
−1

)

<0,

which means (ρ+,u+,E+) is a subsonic state.

Remark 2.1. For any given supersonic initial data (ρl ,El) in (1.5), by Lemma 2.1 one
can always solve the boundary value problem (1.4)-(1.5) to get a C1 supersonic solution
(ρ−,u−,E−)(r) on [r1,s) for any s ∈ (r1,r2). Then one obtains the right subsonic state
(ρ+,u+,E+)(s) according to (2.2). Now fix s∈(r1,r2), the same argument as in Lemma 2.1
shows that the problem (1.4) with the initial data (ρ+,u+,E+)(s) at r= s admits a C1 sub-
sonic solution (ρ+,u+,E+)(r;s) on (s,r2]. Consequently, a solution with transonic shock
located at r= s to the boundary value problem (1.4)-(1.5) on [r1,r2] is obtained.

The monotone relation between the shock location and the density on the outer circle
is given by the following lemma.

Lemma 2.2 (Monotone Dependence). For any s∈(r1,r2) and any given supersonic initial data
(ρl ,ul,El) in (1.5), let (ρ,u,E)(r) be the transonic shock solution located at r= s to the boundary
value problem (1.4)-(1.5) on [r1,r2]. Assume that ρ+(r2;s) is the density of the transonic shock
solution (ρ,u,E)(r) at r= r2. Then ρ+(r2;s) is a decreasing continuous function of s in (r1,r2).

Proof. For any s∈(r1,r2) and any given supersonic initial data (ρl ,ul,El) in (1.5), the tran-
sonic shock solution (ρ,u,E)(r) located at s can be represented as

(ρ,u,E)=

{

(ρ−,u−,E−)(r), r1 ≤ r< s,

(ρ+,u+,E+)(r;s), s< r≤ r2.

Then (2.2) and the continuous dependence of initial data for solutions to ODE system
yield that ρ+(r2;s) is a continuous function of s. The right subsonic state ρ+(s) at r= s is
also a continuous function of s and its image is called the R−H curve of ρ.

In order to obtain the monotone relation, one needs to compare the subsonic curve
ρ+(r;s) and the R-H curve ρ+(s). Differentiating Eq. (1.9a) in Rankine-Hugoniot condi-
tions (1.9) with respect to s, we have

(

p′
(

ρ−(s)
)

− J2

s2ρ−(s)2

)

dρ−(s)
ds

− 2J2

s3ρ−(s)

=

(

p′
(

ρ+(s)
)

− J2

s2ρ+(s)2

)

dρ+(s)

ds
− 2J2

s3ρ+(s)
. (2.3)

Note that

s=
∫ ρ−(s)

ρl

p′
(

ρ−(r)
)

− J2/
(

r2ρ−(r)2
)

ρ(r)E(r)+ J2/
(

r3ρ−(r)
) dρ. (2.4)
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Differentiating (2.4) with respect to s leads to

dρ−(s)
ds

=
ρ−(s)E−(s)+ J2/

(

s3ρ−(s)
)

p′
(

ρ−(s)
)

− J2/
(

s2ρ−(s)2
) ,

which together with (2.3) implies

dρ+(s)

ds
=

ρ−(s)E−(s)− J2/
(

s3ρ−(s)
)

+2J2/
(

s3ρ+(s)
)

p′
(

ρ+(s)
)

− J2/
(

s2ρ+(s)2
) .

On the other hand, it follows from (2.1) and the fact rρu(r) = J that the subsonic curve
issuing from (s,ρ+(s)) satisfies

dρ+(r;s)

dr

∣

∣

∣

∣

r=s

=
ρ+(s)E+(s)+ J2/

(

s3ρ+(s)
)

p′
(

ρ+(s)
)

− J2/
(

s2ρ+(s)2
) .

Thus, at r= s, one has

dρ+(r,s)

dr

∣

∣

∣

∣

r=s

−dρ+(s)

ds
=

(

ρ+(s)−ρ−(s)
)

E−(s)

p′
(

ρ+(s)
)

− J2/
(

s2ρ+(s)2
)+

J2/
(

s3ρ−(s)
)

− J2/
(

s3ρ+(s)
)

p′
(

ρ+(s)
)

− J2/
(

s2ρ+(s)2
) >0,

which implies that the ρ-subsonic curve issuing from (s,ρ+(s)) lies always above the R-H
curve of ρ for r>s. Therefore, ρ+(r2;r1)>ρ+(r2)=ρ+(r2;r2) and ρ+(r2;s) is decreasing on
s according to the uniqueness of solution to Eqs. (2.1).

Based on the monotonicity between the shock location and the density on the outer
circle in Lemma 2.2, we finish the proof of Theorem 1.1.

Proof of Theorem 1.1. Since ρ+(r2;s) is a decreasing continuous function of shock locations,
one has dρ+(r2)/ds<0. Set

ρ=ρ+(r2;r2), ρ=ρ+(r2;r1), I=(ρ,ρ).

For any ρe ∈ I, the shock location s can be uniquely determined by ρ+(r2;s) = ρe, and
consequently, there exists a unique transonic shock solution (ρ,u,E)(r) located at r= s to
the boundary value problem (1.4)-(1.5) as in Definition 1.1.

3 Dynamical stability of transonic shock solutions

This section is devoted to establish the dynamical stability of transonic shock solutions
for the system in (1.3).

First, it follows from the argument in [15] that there exists a local (in time) piecewise
smooth solution to Euler-Poisson equations (1.3).
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Lemma 3.1 ([15, 18], Local existence). Let (ρ̄,ū,Ē) be the steady transonic shock solution to
(1.4)-(1.5). Suppose that the initial data (ρ0,u0,E0) satisfies (1.13), (1.16), (1.17) and the k+2-th
order compatibility conditions at r= r1, r= rs and r= r2. Then there exists a time T∗

> 0, and
a piecewise smooth solution (ρ,u,E) containing a single shock r= r(t) (with (r(0)= r̃0) for the
Euler-Poisson equations (1.3) in the form of Definition 1.2 on [0,T∗]. Furthermore, if ǫ in (1.17)
is sufficiently small, then for some 0<T∗<T∗,

(ρ−,u−,E−)(t,r)=(ρ̄− ,ū−,Ē−)(r) in (T∗,+∞)×
[

r1,r(t)
)

. (3.1)

Without loss of generality, we can assume that T∗ = 0 for simplicity. We intend to
extend the local (in time) solution in Lemma 3.1 to all time t > 0. In view of (3.1), we
focus on the region r(t)< r ≤ r2, t > 0 and formulate a free boundary value problem in
Subsection 3.1. Some necessary uniform estimates will be stated in Proposition 3.1 and
then Theorem 1.2 follows consequently.

3.1 Formulation of the problem

In view of the Eqs. (1.3) and Rankine-Hugoniot conditions (1.18), it holds that

rE+(t,r)= r1El+
∫ r(t)

r1

y
(

ρ−(t,y)−b1

)

dy+
∫ r

r(t)
y
(

ρ+(t,y)−b2

)

dy,

∂t

(

rE+(t,r)
)

=−J+(t,r)+ J̄+(b2−b1)r(t)r
′(t).

Set

Y= r
(

E+(t,r)− Ē+(r)
)

− 1

2
(b2−b1)

(

r(t)2−r2
s

)

.

We readily check that

Yt= J̄− J+(t,r), Yr = r
(

ρ+(t,r)− ρ̄+(r)
)

. (3.2)

According to (1.3), we have

(J+− J̄)t+∂r

(

rp(ρ+)+
J2
+

rρ+
−rp(ρ̄+)−

J̄2

rρ̄+

)

−rρ+E++rρ̄+Ē+−p(ρ+)+p(ρ̄+)=0.

Therefore, Y satisfies the following equation:

Ytt+∂r

(

J̄2

rρ̄+
− ( J̄−Yt)2

rρ̄++Yr

)

+r∂r

(

p(ρ̄+)−p

(

ρ̄++
Yr

r

))

+ Ē+Yr

+
Yr

2r
(b2−b1)

(

r(t)2−r2
s

)

+ ρ̄+Y+
YYr

r
+

1

2
(b2−b1)

(

r(t)2−r2
s

)

ρ̄+=0, (3.3)

where ∂r =∂/∂r . Let

(η0,η1) :=(t,r), σ(t) := r(t)−rs , ∂0 :=
∂

∂t
, ∂1 :=

∂

∂r
, ∂ij :=

∂2

∂i∂j
, i, j=0,1.
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We can rewrite (3.3) as the following hyperbolic equation:

L(r,Yt,Yr,σ)Y := ∑
0≤i,j≤1

āij(r,Yt,Yr,σ)∂ijY+ ∑
0≤i≤1

b̄i(r,Yt,Yr,σ)∂iY

+ c̄(r,Yt,Yr,σ)Y+ d̄(r,Yt,Yr,σ)=0,

where

ā00(r,Yt,Yr,σ)=1, ā01(r,Yt,Yr,σ)= ā10(r,Yt,Yr,σ)=
J̄−Yt

rρ̄++Yr
,

ā11(r,Yt,Yr,σ)=−
(

p′
(

ρ̄++
1

r
Yr

)

− ( J̄−Yt)2

(rρ̄++Yr)2

)

,

b̄0(r,Yt,Yr,σ)=− 2 J̄−Yt

(rρ̄++Yr)2
· ∂(rρ̄+)

∂r
,

b̄1(r,Yt,Yr,σ)=−
∫ 1

0

(

p′′
(

ρ̄++θ
Yr

r

))

dθ · ∂ρ̄+
∂r

−
∫ 1

0

(

2 J̄2

(rρ̄++θYr)3

)

dθ · ∂(rρ̄+)

∂r

+ Ē++
1

r
·p′(ρ̄++

1

r
Yr)+

1

2r
(b2−b1)

(

σ(t)2+2rsσ(t)
)

,

c̄(r,Yt,Yr,σ)= ρ̄++
1

r
Yr, d̄(r,Yt,Yr,σ)=

1

2
(b2−b1)

(

σ(t)2+2rsσ(t)
)

ρ̄+.

Moreover,

L(r,0,0,0)Y=Ytt−∂r

((

p′(ρ̄+)−
J̄2

(rρ̄+)2

)

Yr

)

+∂r

(

2 J̄

rρ̄+
Yt

)

+
1

r
·p′(ρ̄+)Yr+ Ē+Yr+ ρ̄+Y=0.

By the Rankine-Hugoniot conditions (1.18), one has

(

J+
(

t,r(t)
)

− J−
(

t,r(t)
)

r

)2

=

(

p(ρ+)
(

t,r(t)
)

+
J2
+

r2ρ+

(

t,r(t)
)

−p(ρ−)
(

t,r(t)
)

− J2
−

r2ρ−

(

t,r(t)
)

)

×
(

ρ+
(

t,r(t)
)

−ρ−
(

t,r(t)
))

,

where J−(t,r(t))= J̄ = r1ρlul. Then, it follows from Taylor expansions that,

(

(

p′(ρ̄+)−
J̄2

(rρ̄+)2

)

(

r(t)
)

·
(

ρ+
(

t,r(t)
)

− ρ̄+
(

r(t)
))

+
2 J̄

r2ρ̄+

(

r(t)
)

·
(

J+
(

t,r(t)
)

− J̄
(

r(t)
))

+∂r

(

p(ρ̄+)+
J̄2

r2ρ̄+
−p(ρ̄−)−

J̄2

r2ρ̄−

)

(rs)·
(

r(t)−rs

)

+R1

)
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×
(

ρ̄+(rs)− ρ̄−(rs)+R2

)

−
(

J+
(

t,r(t)
)

− J̄
(

r(t)
)

r

)2

=0.

Here

R1=
∫ ρ+(t,r(t))

ρ̄+(r(t))

(

p′′(θ)+
2J2

+

r2ρ3
+

(t,θ)

)

·
(

ρ+
(

t,r(t)
)

−θ
)

dθ

+
∫ J+(t,r(t))

J̄

2

r2ρ+
(t,θ)·

(

J+
(

t,r(t)
)

−θ
)

dθ

+
∫ r(t)

rs

(

∂rr

(

p(ρ̄+)+
J̄2

r2ρ̄+

)

−∂rr

(

p(ρ̄−)+
J̄2

r2ρ̄−

))

(θ)·
(

r(t)−θ
)

dθ,

R2=

(

∂ρ+
∂r

− ∂ρ̄−
∂r

)

(rs)
(

r(t)−rs

)

+
∫ r(t)

rs

(∂rrρ+−∂rr ρ̄−)(t,θ)·
(

r(t)−θ
)

dθ.

Implicit function theorem implies

(J+− J̄)
(

t,r(t)
)

=T1

(

(ρ+− ρ̄+)
(

t,r(t)
)

,r(t)−rs

)

(3.4)

with T1(0,0)=0 satisfying

∂T1

∂(ρ+− ρ̄+)
=− r

(

p′(ρ̄+)−ū2
+

)

2ū+
(rs),

∂T1

∂
(

r(t)−rs

) =−(ρ̄+− ρ̄−)·
(

ū−
2

+
rĒ+

2ū+

)

(rs).

Substituting T1 into Eq. (1.18a) of Rankine-Hugoniot conditions (1.18) yields

r′(t)=T2

(

ρ+− ρ̄+,r(t)−rs

)

, (3.5)

where T2(0,0)=0 satisfies

∂T2

∂(ρ+− ρ̄+)
=− p′(ρ̄+)−ū2

+

2ū+(ρ̄+− ρ̄−)
(rs),

∂T2

∂(r(t)−rs)
=−

(

ū−
2r

+
Ē+

2ū+

)

(rs).

Combing (3.2) and (3.4)-(3.5) leads to

Yt=−T1

(

Yr

r
,σ(t)

)

, σ′(t)=T2

(

Yr

r
,σ(t)

)

. (3.6)

Moreover,

Y
(

t,r(t)
)

= r(t)
(

E+

(

t,r(t)
)

− Ē+

(

r(t)
))

− 1

2
(b2−b1)

(

r(t)2−r2
s

)
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=∂r

(

r(t)Ē−
(

r(t)
)

−r(t)Ē+

(

r(t)
))

(rs)·
(

r(t)−rs

)

− 1

2
(b2−b1)

(

r(t)2−r2
s

)

+O
(

(r(t)−rs)
2
)

=

(

rsρ̄−(rs)−rsρ̄+(rs)−
1

2

(

r(t)−rs

)

(b2−b1)

)

(

r(t)−rs

)

+O
(

(r(t)−rs)
2
)

.

By using the implicit function theorem again, we derive the equation for the shock front
as follows:

r(t)−rs =σ(t)=T3

(

Y(t,r(t))
)

at r= r(t), (3.7)

where

T3(0)=0,
∂T3

∂Y
=

1

rs

(

ρ̄−(rs)− ρ̄+(rs)
) .

It follows from (3.6)-(3.7) that

Yt=T4(Yr,Y) at r= r(t) (3.8)

with

T4(0,0)=0,
∂T4

∂Yr
=

p′(ρ̄+)−ū2
+

2ū+
(rs),

∂T4

∂Y
=−

(

ū−
2r

+
Ē+

2ū+

)

(rs).

Note that on the right boundary, Y satisfies

∂rY=0 at r= r2.

Our purpose is to derive the uniform estimates on the solution Y to the free boundary
value problem (3.3), (3.7)-(3.8) in the region {(t,r)| t≥0, rs ≤ r≤ r2}.

In order to transform the problem to the fixed domain [rs,r2], we introduce the trans-
formation

t̃= t, r̃=(r2−rs)
r−r(t)

r2−r(t)
+rs, σ(t̃)= r(t)−rs.

Let

q1(r̃,σ)=
r2− r̃

r2−rs−σ(t̃)
, q2(σ)=

r2−rs

r2−rs−σ(t̃)
.

Then (3.3) becomes

q1σ′′(t̃)∂r̃Y− 1

2
(b2−b1)

(

σ(t̃)2+2rsσ(t̃)
)

ρ̄+

=∂t̃t̃Y+
(

q1σ′(t̃)
)2

∂r̃r̃Y−2q1σ′(t̃)∂t̃r̃Y+q2∂r̃

(

J̄2

m(t̃,r̃)ρ̄+
−
(

J̄−Yt̃+q1σ′(t̃)Yr̃

)2

m(t̃,r̃)ρ̄++q2Yr̃

)

+m(t̃,r̃)q2∂r̃

(

p(ρ̄+)−p

(

ρ̄++
q2Yr̃

m(t̃,r̃)

))

− 2q1σ′(t̃)2

r2−rs−σ(t̃)
∂r̃Y+q2Ē+∂r̃Y

+
q2Y

m(t̃,r̃)
∂r̃Y+

b2−b1

2m(t̃,r̃)

(

σ(t̃)2+2rsσ(t̃)
)

q2∂r̃Y+ ρ̄+Y
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= ∑
0≤i,j≤1

aij(r̃,Y,∇Y,σ,σ′)∂ijY+ ∑
0≤i≤1

bi(r̃,Y,∇Y,σ,σ′)∂iY+c(r̃,Y,∇Y,σ,σ′)Y

=:L(r̃,Y,σ)Y

with

m(t̃,r̃)=
σ(t̃)(r2− r̃)

r2−rs
+ r̃.

Furthermore, L(r̃,0,0)Y= L(r,0,0,0)Y and

a00(r̃,Y,∇Y,σ,σ′)=1,

a01(r̃,0,0,0,0)= a10(r̃,0,0,0,0)=
J̄

r̃ρ̄+
= ū+,

a11(r̃,0,0,0,0)=−
(

p′(ρ̄+)−
J̄2

(r̃ρ̄+)2

)

=−
(

p′(ρ̄+)−ū2
+

)

,

b0(r̃,0,0,0,0)=∂r̃

(

2 J̄

r̃ρ̄+

)

=∂r̃(2ū+),

b1(r̃,0,0,0,0)=−∂r̃

(

p′(ρ̄+)−
J̄2

(r̃ρ̄+)2

)

+ Ē++
1

r̃
p′(ρ̄+)

=−∂r̃

(

p′(ρ̄+)−ū2
+

)

+ Ē++
1

r̃
p′(ρ̄+),

c̄(r̃,0,0,0,0)= ρ̄+.

Next, (3.5) and (3.7) are transformed into

σ′(t̃)=T2

(

q2(σ)

m(t̃,r̃)
Yr̃,σ(t̃)

)

, σ(t̃)=T3

(

Y(t,r̃= rs)
)

. (3.9)

At r̃= rs, it holds that

σ′(t̃)+
(

ū−
2m(t̃,r̃)

+
Ē+

2ū+

)

(rs)σ=C2(Yr̃,Y), (3.10)

where

C2(Yr̃,Y)=− p′(ρ̄+)−ū2
+

2r̃(ρ̄+− ρ̄−)ū+
(rs)+O

(

Y2
r̃ +Y2

)

by using Taylor expansions. Therefore,
∣

∣

∣

∣

C2(Yr̃,Y)+
p′(ρ̄+)−ū2

+

2r̄(ρ̄+− ρ̄−)ū+
(rs)Yr̃

∣

∣

∣

∣

≤C
(

Y2
r̃ +Y2

)

.

In view of (3.9)-(3.10) and the implicit function theorem, σ and σ′ are functions of Y and
its derivatives at r̃= rs. Moreover, combining (3.8)-(3.10) together gives

Yt̃=
p′(ρ̄+)−ū2

+

2ū+
(rs)Yr̃−

(

ū−
2r

+
Ē+

2ū+

)

Y+O
(

Y2
r̃ +Y2

)

at r̃= rs,
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which implies

Yr̃ =C3(Yt̃,Y) at r̃= rs

by using implicit function theorem again. Here C3 satisfies

∣

∣

∣

∣

∣

C3(Yt̃,Y)− 2ū+

p′(ρ̄+)−ū2
+

(rs)Yt̃−
(

Ē+

p′(ρ̄+)−ū2
+

+
ū+ū−

r
(

p′(ρ̄+)−ū2
+

)

)

(rs)Y

∣

∣

∣

∣

∣

≤C
(

Y2
t̃ +Y2

)

.

In the rest of the paper, we use r and t instead of r̃ and t̃ for simplicity. The free boundary
value problem (3.3), (3.7)-(3.8) is transformed to the problem in the region {(t,r)|t≥0,rs≤
r≤ r2} with the compact form



























L(r,Y,σ)Y=σ′′(t̃)q1∂rY− 1

2
(b2−b1)

(

σ(t)2+2rsσ(t)
)

ρ̄+, (t,r)∈Ω, (3.11a)

∂rY= e(Yt,Y)Yt+ f (Yt,Y)Y at r= rs, (3.11b)

∂rY=0 at r= r2, (3.11c)

σ(t)=T3

(

Y(t,rs)
)

. (3.11d)

Here

e(Yt,Y)=
∫ 1

0

∂C3

∂Yt
(θYt,θY)dθ, e(0,0)=

2ū+

p′(ρ̄+)−ū2
+

(rs),

f (Yt,Y)=
∫ 1

0

∂C3

∂Y
(θYt,θY)dθ, f (0,0)=

(

Ē+

p′(ρ̄+)−ū2
+

+
ū+ū−

r
(

p′(ρ̄+)−ū2
+

)

)

(rs).

The initial conditions are given by

Y(0,r)=h1(r), Yt(0,r)=h2(r), rs < r< r2, σ(0)=σ0. (3.12)

3.2 A priori estimates and proof of Theorem 1.2

In this subsection, after analyzing an associated linearized problem, some uniform a pri-
ori estimate on the solutions to problem (3.11)-(3.12) will be stated in Proposition 3.1.
Then Theorem 1.2 is a consequence of Lemma 3.1 and Proposition 3.1.

We consider the following linearized problem:































L(r,0,0)Y=0, (t,r)∈ [0,∞)×[rs ,r2], (3.13a)

∂rY=
2ū+

p′(ρ̄+)−ū2
+

(rs)Yt+

(

Ē+

p′(ρ̄+)−ū2
+

+
ū+ū−

r(p′(ρ̄+)−ū2
+)

)

(rs)Y at r= rs, (3.13b)

∂rY=0 at r= r2, (3.13c)

Y(0,r)=h1(r), Yt(0,r)=h2(r), rs < r< r2. (3.13d)
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Multiplying Eq. (3.13a) by Yt/(rρ̄+(r)) and integrating the resulting equation over [rs,r2],
we deduce that

1

2
∂t

∫ r2

rs

1

rρ̄+

(

|∂tY|2+
(

p′(ρ̄+)−
J̄2

(rρ̄+)2

)

|∂rY|2+ ρ̄+Y2

)

dr

+
∫ r2

rs

(

−∂r

(

1

rρ̄+

)

· J̄

rρ̄+
+

1

rρ̄+
·∂r

(

J̄

rρ̄+

))

|∂tY|2dr

+
∫ r2

rs

(

∂r

(

1

rρ̄+

)

·
(

p′(ρ̄+)−
J̄2

(rρ̄+)2

)

+
1

r2ρ̄+
p′(ρ̄+)+

1

rρ̄+
Ē+

)

∂tY∂rY dr

+
J̄

(rρ̄+)2
|∂tY|2

∣

∣

∣

∣

r2

rs

− 1

rρ̄+
·
(

p′(ρ̄+)−
J̄2

(rρ̄+)2

)

∂tY∂rY

∣

∣

∣

∣

r2

rs

=∂t

∫ r2

rs

1

rρ̄+

(

|∂tY|2+
(

p′(ρ̄+)−
J̄2

(rρ̄+)2

)

|∂tY|2+ ρ̄+Y2

)

dr

+∂t

((

Ē+

rρ̄+
+

J̄2

r4ρ̄2
+ρ̄−

)

Y2

)
∣

∣

∣

∣

rs

+2
J̄

(rρ̄+)2
|∂tY|2

∣

∣

∣

∣

r2

+2
J̄

(rρ̄+)2
|∂tY|2

∣

∣

∣

∣

rs

=0, (3.14)

where Eq. (1.6a) and the boundary conditions in (3.13) have been used. Integrating (3.14)
with respect to t gives

ϕ0(Y,0)= ϕ0(Y,t)+D0(Y,t) (3.15)

with

ϕ0(Y,t)=

(

Ē+

rρ̄+
+

J̄2

r4ρ̄2
+ ρ̄−

)

(rs)Y
2(t,rs)

+
∫ r2

rs

1

rρ̄+

(

|∂tY|2+
(

p′(ρ̄+)−
J̄2

(rρ̄+)2

)

|∂rY|2+ ρ̄+Y2

)

(t,r)dr,

D0(Y,t)=2

(

∫ t

0

J̄

(rρ̄+)2
|∂tY|2(s,r2)ds+

∫ t

0

J̄

(rρ̄+)2
|∂tY|2(s,rs)ds

)

.

Lemma 3.2. Assume that Ē+(rs)>0 and Y is a smooth solution to the linearized problem (3.13),
then there exist constants λ0>0 and c>0 such that for any solution Y to (3.13), it holds that

ϕ0(Y,t)≤ ce−λ0t ϕ0(Y,0)

and
∫ ∞

0
e

λ0 t
4
(

|Yt|2(t,rs)+|Yt|2(t,r2)
)

dt≤ cϕ0(Y,0).

Proof. Define the solution operator St : X 7→X to the problem (3.13) as

(h1,h2) 7→
(

Y(t,·),Yt(t,·)
)

,
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where h = (h1,h2) ∈ H1×L2([rs,r2]) is the initial data and X is the associated complex
Hilbert space with the norm

‖h‖2
X = ϕ0(Y,0)=

(

Ē+

rρ̄+
+

J̄2

r4ρ̄2
+ρ̄−

)

(rs)|h1|2(rs)

+
∫ r2

rs

1

rρ̄+

(

|h2(r)|2+
(

p′(ρ̄+)−
J̄2

(rρ̄+)2

)

|h′1(r)|2+ ρ̄+|h1(r)|2
)

dr.

By (3.15), ‖St(h)‖X≤‖h‖X , that is, St is bounded and ‖St‖≤1. It follows from the spectrum
radius theorem that |σ(St)|≤1. We also define a compact map K : X 7→L2([0,T]) by

K(h)=Y(t,rs).

According to the Rauch-Taylor type estimates [26], one has for some T>0,

(1+C1)ϕ0(Y,T)≤ ϕ0(Y,0)+C2

∫ T

0
Y2(t,rs)dt, (3.16)

which can also be written as

(1+C1)‖ST(h)‖X ≤‖h‖X+C2‖K(h)‖L2([0,T]).

Moreover, [18, Proposition 8] and [24] yield

σ(ST)⊂{|z|≤√
α0} for 0<α0<1. (3.17)

Then
‖ST(h)‖X = ϕ0(Y,T)≤α0ϕ0(Y,0)=α0‖h‖X.

Noting that ϕ0(Y,t) is decreasing with respect to t, thus for any t∈[nT,(n+1)T) and n∈N,
it holds that

ϕ0(Y,t)≤ ϕ0(Y,nT)≤αn
0 ϕ0(Y,0)≤α

t
T −1
0 ϕ0(Y,0)= e−λ0tα−1

0 ϕ0(Y,0) (3.18)

with λ0=−lnα0/T. By virtue of (3.18), one gets

∫ 2i+1T

2iT
e

λ0 t
4
(

|Yt|2(t,rs)+|Yt|2(t,r2)
)

dt

≤Ceλ02i−1T
(

ϕ0(Y,2iT)−ϕ0(Y,2i+1T)
)

≤Cα−1
0 e−λ02i−1T ϕ0(Y,0).

Therefore,

∫ ∞

0
e

λ0 t
4
(

|Yt|2(t,rs)+|Yt|2(t,r2)
)

dt≤C
∞

∑
i=0

α−1
0 e−λ02i−1T ϕ0(Y,0)=Cϕ0(Y,0).

The proof is complete.
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Remark 3.1. Differentiating (3.13) m times with respect to t, one deduces that

ϕm(Y,t)=

(

Ē+

rρ̄+
+

J̄2

r4ρ̄2
+ ρ̄−

)

(rs)|∂m
t Y|2(t,rs)

+
∫ r2

rs

1

rρ̄+

(

|∂m+1
t Y|2+

(

p′(ρ̄+)−
J̄2

(rρ̄+)2

)

|∂r∂m
t Y|2+ ρ̄+|∂m

t Y|2
)

(t,r)dr.

Summing these estimates from 0 to k, one gets

k

∑
m=0

ϕm(Y,t)≤Ce−λ0t
k

∑
m=0

ϕm(Y,0),

and
∫ ∞

0
e

λ0 t
4

k+1

∑
m=1

(

|∂m
t Y|2(t,rs)+|∂m

t Y|2(t,r2)
)

dt≤C
k

∑
m=0

ϕm(Y,0).

Now, due to decay for the linearized problem in Lemma 3.2, some uniform a pri-
ori estimate of the solutions to problem (3.11)-(3.12) comes out by quasilinear technical
argument. We introduce the notations for k≥15 and t>T with T in (3.16),

‖|(Y,σ)|‖ := |̃(Y,σ)|̃+ ‖̃(Y,σ)‖̃,

where

|̃(Y,σ)|̃ := sup
τ∈[0,t)

∑
0≤m≤k−6

(

∑
0≤l≤m

e
λτ
16

∥

∥∂l
t∂

m−l
r Y(τ,·)

∥

∥

L∞([rs,r2])
+e

λτ
16

∣

∣

∣

∣

dmσ

dtm

∣

∣

∣

∣

(τ)

)

,

‖̃(Y,σ)‖̃ := sup
τ∈[0,t]

(

∑
0≤l≤m
0≤m≤k

∥

∥∂l
t∂

m−l
r Y(τ,·)

∥

∥

L2([rs,r2])
+ ∑

0≤l≤k

∥

∥∂l
t∂

k+1−l
r Y(τ,·)

∥

∥

L2([rs,r2])

)

+ sup
τ∈[0,t]

∥

∥

∥

∥

∂k+1
t Y(τ,·)−dk+1σ

dtk+1
q1(·,σ)∂rY(τ,·)

∥

∥

∥

∥

L2([rs,r2])

+ ∑
0≤l≤m

0≤m≤k+1

(

∥

∥∂l
t∂

m−l
r Y(·,rs)

∥

∥

L2([0,t])
+
∥

∥∂l
t∂

m−l
r Y(·,r2)

∥

∥

L2([0,t])

)

+ ∑
0≤m≤k+1

∥

∥

∥

∥

dmσ

dtm

∥

∥

∥

∥

L2([0,t])

.

The uniform estimates are stated in the following proposition.

Proposition 3.1. Assume that Ē+(rs)>0 and (Y,σ) is a smooth solution to the problem (3.11)-
(3.12) in {(t,r)|t≥0, rs ≤ r≤ r2}, if

|σ0|+‖h1‖Hk+2+‖h2‖Hk+1 ≤ǫ2≤ǫ2
0

for some ǫ0>0 and ‖|(Y,σ)|‖≤ǫ for some t>T with T as in (3.16), then

‖|(Y,σ)|‖≤ ǫ

2
.

Consequently, Theorem 1.2 holds.
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Proof of Theorem 1.2. In view of Proposition 3.1, one may apply the standard continuation
argument to extend the local (in time) solution in Lemma 3.1 to all time t>0.

It remains to prove Proposition 3.1, which will be shown in Subsection 3.3.

3.3 Proof of Proposition 3.1

In this subsection, we will establish some necessary global a priori estimates for solu-
tions to the problem (3.11)-(3.12) in {(t,r)|t≥ 0, rs ≤ r≤ r2}, and then finish the proof of
Proposition 3.1.

For any l∈N and ‖|(Y,σ)|‖<∞, we define

Φ̂l(Z,t;Y,σ)= Φ̃l−1(Z,t;Y,σ)+Φ0

(

∂l
tZ−q1(r,σ)Yr

dlσ

dtl
,t;Y,σ

)

with

Φ̃l(Z,t;Y,σ)=
l

∑
m=0

Φm(Z,t;Y,σ),

and

Φm(Z,t;Y,σ)=
a11 f (∂m

t Z)2

rρ̄+
(t,rs)+

∫ r2

rs

1

rρ̄+

(

(∂m+1
t Z)2−a11(∂r∂m

t Z)2+c(∂m
t Z)2

)

(t,r)dr.

Similarly, we define

D̂l(Z,t;Y,σ)= D̃l−1(Z,t;Y,σ)+D0

(

∂l
tZ−q1(r,σ)Yr

dlσ

dtl
,t;Y,σ

)

with

D̃m(Z,t;Y,σ)=
m

∑
l=0

Dl(Z,t;Y,σ),

and

Dl(Z,t;Y,σ)=
∫ t

0

−(a11e+a01)

rρ̄+

(

∂l+1
t Z

)2
(τ,rs)dτ+

∫ t

0

a01

rρ̄+

(

∂l+1
t Z

)2
(τ,r2)dτ.

By the coefficients in (3.11) and (3.13), it holds that

Φ̂k(Z,t;0,0)=
k

∑
m=0

ϕm(Z,t),

where ϕm(Z,t) is defined as in Remark 3.1. Moreover,

Φm(Z,t;Y,σ)(t)≥C
∫ r2

rs

(

(

∂m+1
t Z

)2
+
(

∂r∂m
t Z
)2
+
(

∂m
t Z
)2
)

(t,r)dr

holds if ‖|(Y,σ)|‖≤ǫ for some ǫ>0, where C>0 is a constant independent of t. We start
with the following lower order energy estimate.
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Lemma 3.3. Assume that Ē+(rs)>0 and (Y,σ) is a smooth solution to the problem (3.11)-(3.12)
satisfying the assumptions in Proposition 3.1, then

Φ̃m(Y,t;Y,σ)+D̃m(Y,τ;Y,σ) (3.19)

≤ Φ̃m(Y,0;Y,σ)+C‖|(Y,σ)|‖
(

∫ t

0
e−

λτ
64

(

Φ̃m(Y,τ;Y,σ)+
m+2

∑
l=0

∣

∣

∣

∣

dlσ

dtl

∣

∣

∣

∣

2
)

dτ+D̃m(Y,t;Y,σ)

)

.

Proof. Taking the m-th (0≤m≤ k−1) order derivative of Eq. (3.11) with respect to t, one
has

L(r,Y,σ)∂m
t Y=Fm(r,Y,σ)+F̂m(r,Y,σ)+F̌m(r,σ), (3.20)

where

Fm(r,Y,σ)= ∑
1≤l≤m

Cl
m

(

−
1

∑
i,j=0

∂l
taij∂ij∂

m−l
t Y−

1

∑
i=0

∂l
tbi∂i∂

m−l
t Y−∂l

tc∂m−l
t Y

)

,

F̂m(r,Y,σ)= ∑
0≤l≤m

Cl
m

dl+2σ

dtl+2
∂m−l

t

(

q1(r,σ)Yr

)

,

F̌m(r,σ)=−1

2
ρ̄+(b2−b1)

(

∑
0≤l≤m

Cl
m

dlσ

dtl
·dm−lσ

dtm−l
+2rs

dmσ

dtm

)

.

Multiplying both sides of (3.20) by ∂m+1
t Y/(rρ̄+(r)) and integrating over Ω′=[0,t]×[rs ,r2]

lead to

∫∫

Ω′
L(r,Z,σ)∂m

t Y
1

rρ̄+(r)
∂m+1

t Y(τ,r)dτdr

=
∫ r2

rs

1

2rρ̄+(r)

(

(

∂m+1
t Y

)2−a11

(

∂r∂m
t Y
)2
+c
(

∂m
t Y
)2
)

(τ,r)dr

+
∫∫

Ω′

(

b0

rρ̄+(r)
−∂r

(

a01

rρ̄+(r)

))

(

∂m+1
t Y

)2
(τ,r)dτdr

+
∫∫

Ω′

(

b1

rρ̄+(r)
−∂r

(

a11

rρ̄+(r)

))

∂m
t ∂rY∂m+1

t Y(τ,r)dτdr

+
∫∫

Ω′

∂ta11

rρ̄+(r)
· (∂r∂m

t Y)2

2
(τ,r)− ∂tc

rρ̄+(r)
· (∂

m
t Y)2

2
(τ,r)dτdr

+
∫ t

0

(

a11∂r∂m
t Y∂m+1

t Y

rρ̄+(r)
+

a01

rρ̄+(r)

(

∂m+1
t Y

)2

)

(τ,r2)dτ

−
∫ t

0

(

a11∂r∂m
t Y∂m+1

t Y

rρ̄+(r)
+

a01

rρ̄+(r)

(

∂m+1
t Y

)2

)

(τ,rs)dτ

−
∫ r2

rs

1

2rρ̄+(r)

(

(

∂m+1
t Y

)2−a11

(

∂r∂m
t Y
)2
+c
(

∂m
t Y
)2
)

(0,r)dr
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≥Φm(Y,t;Y,σ)−Φm(Y,0;Y,σ)+Dm(Y,t;Y,σ)

−C‖|(Y,σ)|‖
(

∫ t

0
e−

λτ
64 Φ̃m(Y,τ;Y,σ)dτ+D̃m(Y,t;Y,σ)

)

. (3.21)

On the other hand, it holds that
∫∫

Ω′
Fm

1

rρ̄+(r)
∂m+1

t Y dtdr

=−
(

∫∫

Ω′ ∑
1≤l≤6

0≤i,j≤1

Cl
m

(

∂l
taij

rρ̄+(r)
∂ij∂

m−l
t Y+

∂l
tbi

rρ̄+(r)
∂i∂

m−l
t Y

)

∂m+1
t Y

+
∫∫

Ω′ ∑
1≤l≤6

Cl
m

∂l
tc

rρ̄+(r)
∂m−l

t Y∂m+1
t Y

+
∫∫

Ω′ ∑
7≤l≤m
0≤i,j≤1

Cl
m

(

∂l
taij

rρ̄+(r)
∂ij∂

m−l
t Y+

∂l
tbi

rρ̄+(r)
∂i∂

m−l
t Y

)

∂m+1
t Y

+
∫∫

Ω′ ∑
7≤l≤m

∂l
tc

rρ̄+(r)
∂m−l

t Y∂m+1
t Y

)

≤C‖|(Y,σ)|‖
∫ t

0
e−

λτ
64

(

Φ̃m(Y,τ;Y,σ)+‖|(Y,σ)|‖
m+1

∑
l=0

∣

∣

∣

∣

dlσ

dtl

∣

∣

∣

∣

2
)

dτ, (3.22)

and
∫∫

Ω′
F̂m

1

rρ̄+(r)
∂m+1

t Y dtdr

=
∫∫

Ω′ ∑
0≤l≤6

Cl
m

dl+2σ

dtl+2
∂m−l

t

(

q1(r,σ)Yr

) 1

rρ̄+(r)
∂m+1

t Ydτdr

+
∫∫

Ω′ ∑
7≤l≤m

Cl
m

dl+2σ

dtl+2
∂m−l

t

(

q1(r,σ)Yr

) 1

rρ̄+(r)
∂m+1

t Ydτdr

≤C
∫ t

0
∑

0≤l≤6

∣

∣

∣

∣

dl+2σ

dtl+2

∣

∣

∣

∣

·
∥

∥∂m−l
t (q1(r,σ)Yr)

∥

∥

L2([rs,r2])

∥

∥

∥

∥

∂m+1
t Y

rρ̄+(r)

∥

∥

∥

∥

L2([rs,r2])

dτ

+C
∫ t

0
∑

7≤l≤m

∣

∣

∣

∣

dl+2σ

dtl+2

∣

∣

∣

∣

·
∥

∥∂m−l
t (q1(r,σ)Yr)

∥

∥

L∞([rs,r2])

∥

∥

∥

∥

∂m+1
t Y

rρ̄+(r)

∥

∥

∥

∥

L2([rs,r2])

dτ

≤C‖|(Y,σ)|‖
∫ t

0
e−

λτ
64

(

Φ̃m(Y,τ;Y,σ)+
m+2

∑
l=0

∣

∣

∣

∣

dlσ

dtl

∣

∣

∣

∣

2
)

dτ. (3.23)

Noting that
∥

∥

∥

∥

dl+2σ

dtl+2

∥

∥

∥

∥

L2([rs,r2])

≤C

∣

∣

∣

∣

dl+2σ

dtl+2

∣

∣

∣

∣

,
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one has

∫∫

Ω′
F̌m

1

rρ̄+(r)
∂m+1

t Y dtdr

=−
∫∫

Ω′
ρ̄+(b2−b1)rs

dmσ

dtm

1

rρ̄+(r)
∂m+1

t Y dτ dr

−
∫∫

Ω′

1

2
ρ̄+(b2−b1) ∑

0≤l≤m

Cl
m

dlσ

dtl
·dm−lσ

dtm−l

1

rρ̄+(r)
∂m+1

t Y dτ dr

≤C
∫ t

0

∣

∣

∣

∣

dmσ

dtm

∣

∣

∣

∣

·
∥

∥

∥

∥

1

rρ̄+(r)
∂m+1

t Y

∥

∥

∥

∥

L2([rs,r2])

dτ

+C
∫ t

0
∑

0≤l≤m

∣

∣

∣

∣

dlσ

dtl

∣

∣

∣

∣

·
∣

∣

∣

∣

dm−lσ

dtm−l

∣

∣

∣

∣

·
∥

∥

∥

∥

1

rρ̄+(r)
∂m+1

t Y

∥

∥

∥

∥

L2([rs,r2])

dτ

≤C‖|(Y,σ)|‖
∫ t

0
e−

λτ
64

(

Φ̃m(Y,τ;Y,σ)+
m+2

∑
l=0

∣

∣

∣

∣

dlσ

dtl

∣

∣

∣

∣

2
)

dτ. (3.24)

Combining the estimates (3.21)-(3.24) implies the lower order estimate (3.19).

Next, the highest order energy estimate will be given in the following lemma.

Lemma 3.4. Assume that Ē+(rs)>0 and (Y,σ) is a smooth solution to the problem (3.11)-(3.12)
satisfying the assumptions in Proposition 3.1, then

Φ̂k(Y,t;Y,σ)+D̂k(Y,t;Y,σ) (3.25)

≤ Φ̂k(Y,0;Y,σ)+C‖|(Y,σ)|‖
(

∫ t

0
e−

λτ
64

(

Φ̂k(Y,τ;Y,σ)+
k+1

∑
l=0

∣

∣

∣

∣

dlσ

dtl

∣

∣

∣

∣

2
)

dτ+D̂k(Y,t;Y,σ)

)

.

Proof. Taking the k-th order derivative to (3.11) with respect to t gives

L(r,Y,σ)∂k
t Y=Fk(r,Y,σ)+

dk+2σ

dtk+2
q1(r,σ)Yr+ ∑

0≤l≤k−1

Cl
k

dl+2σ

dtl+2
∂k−l

t

(

q1(r,σ)Yr

)

− 1

2
ρ̄+(b2−b1)

(

∑
0≤l≤k

Cl
k

dlσ

dtl
·dk−lσ

dtk−l
+2rs

dkσ

dtk

)

.

In order to handle the term dk+2σ/dtk+2, we rewrite the above equation as

L(r,Y,∇Y,σ,σ′)Y̌=Fk(r,Y,σ)+F̃k(r,Y,σ), (3.26)

where

Y̌=∂k
t Y−q1(r,σ)Yr

dkσ

dtk
,
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and

F̃k(r,Y,σ)=−2
dk+1σ

dtk+1
∂t

(

q1(r,σ)Yr

)

−dkσ

dtk
∂2

t

(

q1(r,σ)Yr

)

−
(

2a01∂t∂r+a11∂2
r +

1

∑
i=0

bi∂i+c

)(

q1(r,σ)Yr
dkσ

dtk

)

+ ∑
0≤l≤k−1

Cl
k

dl+2σ

dtl+2
∂k−l

t

(

q1(r,σ)Yr

)

− 1

2
ρ̄+(b2−b1)

(

∑
0≤l≤k

Cl
k

dlσ

dtl
·dk−lσ

dtk−l
+2rs

dkσ

dtk

)

.

Multiplying both sides of (3.26) by ∂tY̌/(rρ̄+) and integrating over Ω′ = [0,t]×[rs ,r2]
lead to

Φ0(Y̌,t;Y,σ)+D0(Y̌,t;Y,σ) (3.27)

≤Φ0(Y̌,0;Y,σ)+C‖|(Y,σ)|‖
(

∫ t

0
e−

λτ
64

(

Φ̃k(Y,τ;Y,σ)+
k+1

∑
l=0

∣

∣

∣

∣

dlσ

dtl

∣

∣

∣

∣

2
)

dτ+D̂k(Y,t;Y,σ)

)

,

where the associated boundary condition for Y̌ at r= rs and r= r2, and the estimate

k+1

∑
l=0

∥

∥∂l
t∂

k−l
r Y(τ,·)

∥

∥

2

L2([rs,r2])
≤C

(

Φ̂k(Y,τ;Y,σ)+‖|(Y,σ)|‖2
k+1

∑
l=0

∣

∣

∣

∣

dlσ

dtl

∣

∣

∣

∣

2
)

have been used. Combining (3.19) and (3.27) gives (3.25).

Finally, base on the estimates in Lemmas 3.3-3.4, the proof of Proposition 3.1 is analo-
gous to the discussion in [12, 18]; we only sketch the proof for completeness.

Proof of Proposition 3.1. Differentiating Eq. (3.11d) with respect to t gives

k+1

∑
l=0

∣

∣

∣

∣

dlσ

dtl

∣

∣

∣

∣

2

(τ)≤C

(

|σ(τ)|2+
k+1

∑
l=0

|∂l
tY(τ,rs)|2

)

. (3.28)

Thus, one has
k+1

∑
l=0

∣

∣

∣

∣

dlσ

dtl

∣

∣

∣

∣

2

≤C
k

∑
l=1

∣

∣∂l
tY(τ,rs)

∣

∣

2
+|∂tY̌|2,

which together with (3.28) implies

∫ t

0
e−

λτ
64

k+1

∑
l=0

∣

∣

∣

∣

dlσ

dtl

∣

∣

∣

∣

2

dτ≤C

(

∫ t

0
e−

λτ
64 Φ0(Y,τ;Y,σ)dτ+D̂k(Y,t;Y,σ)

)

.
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Then (3.25) becomes

Φ̂k(Y,t;Y,σ)+D̂k(Y,t;Y,σ)

≤ Φ̂k(Y,0;Y,σ)+C‖|(Y,σ)|‖
(

D̂k(Y,t;Y,σ)+
∫ t

0
e−

λτ
64 Φ̂k(Y,τ;Y,σ)dτ

)

. (3.29)

Therefore, for ‖|(Y,σ)|‖≤ǫ small enough, one deduces that

‖̃(Y,σ)‖̃≤C

(

sup
0≤τ≤t

Φ̂
1
2

k (Y,τ;Y,σ)+D̂
1
2

k (Y,t;Y,σ)

)

≤Cǫ2≤ ǫ

4
.

In the following, the decay of the lower order energy and the shock position is ob-
tained by controlling the deviation of the solution Y to the nonlinear problem (3.11) from
the solution Ȳ to the linear problem (3.13). The contraction of the energy for Ȳ yields the
contraction of the energy for Y. At time τ = t0, choose h̄1 ∈Hk and h̄2 ∈Hk−1 such that
there exists a solution Ȳ∈Ck−1−i([t0,∞);Hi([rs,r2])) of the linear problem (3.13) satisfying

Ȳ(t0,·)= h̄1, Ȳt(t0,·)= h̄2

and
k−1

∑
l=0

l

∑
i=0

∥

∥∂i
t∂

l−i
r Ȳ(t0,·)

∥

∥

L2([rs,r2])
≤C‖|(Y,σ)|‖.

Here C is a uniform constant, and

Φ̂k−4(Y−Ȳ,t0;Y,σ)≤C‖|(Y,σ)|‖Φ̂k−4(Y,t0;Y,σ).

Furthermore, Y−Ȳ satisfies the following equation:

1

∑
i,j=0

aij(r,Y,σ)∂ij(Y−Ȳ)+
1

∑
i=0

bi(r,Y,σ)∂i(Y−Ȳ)+c(r,Y,σ)(Y−Ȳ)

=
1

∑
i,j=0

(

aij(r,Y,σ)−aij(r,0,0)
)

∂ijȲ+
1

∑
i=0

(

bi(r,Y,σ)−bi(r,0,0)
)

∂iȲ

+
(

c(r,Y,σ)−c(r,0,0)
)

Ȳ+σ′′(t)q1(r,σ)∂rY− 1

2
(b2−b1)ρ̄+

(

σ(t)2+2rsσ(t)
)

with the boundary conditions

∂r(Y−Ȳ)= e(Yt,Y)∂t(Y−Ȳ)+ f (Yt,Y)(Y−Ȳ)

+
(

e(Yt,Y)−e(0,0)
)

∂tȲ

+
(

f (Yt,Y)− f (0,0)
)

∂tȲ at r= rs,

and
∂r(Y−Ȳ)=0 at r= r2.



154 B. Duan, Z. Luo and Y. Xing / CSIAM Trans. Appl. Math., 4 (2023), pp. 129-156

Then, we verify that

Φ̂k−4(Y−Ȳ,t0+T;Y,σ)+D̂k−4(Y−Ȳ,t0+T;Y,σ)−D̂k−4(Y−Ȳ,t0;Y,σ)

≤ Φ̂k−4(Y−Ȳ,t0;Y,σ)+C‖|(Y,σ)|‖

×
(

∫ t0+T

t0

k−3

∑
l=0

(

∣

∣

∣

∣

dlσ

dtl

∣

∣

∣

∣

2

+‖∂i
t∂

k−3−i
r (Y−Ȳ)‖2

L2

)

dτ

+
∫ t0+T

t0

(

Φ̂
1
2

k−4(Y,τ;Y,σ)Φ̂
1
2

k−4(Y−Ȳ,τ;Y,σ)+Φ̂k−4(Y−Ȳ,τ;Y,σ)

)

dτ

+
(

D̂k−4(Y−Ȳ,t0+T;Y,σ)−D̂k−4(Y−Ȳ,t0;Y,σ)
)

+
(

D̂k−4(Y,t0+T;Y,σ)−D̂k−4(Y,t0;Y,σ)
)

)

,

where T> 0 is the one as in (3.16). According to Lemma 3.2, there exists α∈ (α0,1) such
that

Φ̂k−4(Y,t0+T;Y,σ)≤αΦ̂k−4(Y,t0;Y,σ), (3.30)

where α0 ∈ (0,1) is the constant in (3.17). By (3.30) and the shock front equation in (3.11),
the same argument in Lemma 3.2 leads to

Φ̂k−4(Yt,t;Y,σ)+σ2(t)≤C
(

Φ̃k−4(Y,0;Y,σ)+σ2(0)
)

e−2λt,

where λ=−ln((1+α)/2)/(2T). Now, if Φ̂k−4(Y,0;Y,σ)≤ǫ4, then

k−6

∑
l=0

‖Y(t,·)‖L∞([rs,r2])≤Cǫ2e−λt,

which yields
k−6

∑
l=0

∣

∣

∣

∣

dlσ

dtl

∣

∣

∣

∣

≤Cǫ2e−λt.

This together with (3.29) gives ‖|(Y,σ)|‖≤ǫ/2. This finishes the proof.
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