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Abstract. In this paper, the two-dimensional slowly rotating highly viscous fluid
flow in small cavities is modelled by the triharmonic equation for the streamfunc-
tion. The Dirichlet problem for this triharmonic equation is recast as a set of three
boundary integral equations which however, do not have a unique solution for
three exceptional geometries of the boundary curve surrounding the planar solu-
tion domain. This defect can be removed either by using modified fundamental
solutions or by adding two supplementary boundary integral conditions which the
solution of the boundary integral equations must satisfy. The analysis is further
generalized to polyharmonic equations.
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1 Introduction

Mathematically, if one considers the incompressible rotating viscous flow [1], at large
Ekman numbers, i.e., E = ν/(L2Ω) ≫ 1, which can be achieved if a highly viscous
fluid with dynamic viscosity ν ≫ 1 is slowly rotating, i.e. the angular velocity Ω ≪ 1,
in a small bounded cavity D of characteristic length L ≪ 1, e.g., a square [0, L]× [0, L]
lid-driven cavity [2], the model presented in [3] can be reduced to the triharmonic
equation for the fluid streamfunction ψ, namely,

∇6ψ = 0, in D ⊂ R
2. (1.1)

In this paper, we analyze the Dirichlet problem in which equation (1.1) has to be solved
subject to the essential boundary conditions on the primary variables, namely,

ψ = f0,
∂ψ

∂n
= f1, ∇2ψ = f2, on ∂D, (1.2)
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where f0, f1 and f2 are prescribed functions, ∂D is the boundary of the fluid domain
D, and n is the outward unit normal to ∂D.

A direct boundary integral method for the interior Dirichlet problem for the two-
dimensional Laplace equation, namely,

∇2θ = 0, in D ⊂ R
2, θ = specified on ∂D,

has been investigated in [4–7], whilst for the biharmonic equation, namely,

∇4φ = 0, in D ⊂ R
2, φ and

∂φ

∂n
= specified on ∂D,

has been investigated in [8–10].
The purpose of this study is to extend these analyses to the triharmonic case given

by equations (1.1) and (1.2), and make a classification for the polyharmonic equation

∇2kψ = 0, in D ⊂ R
2, (1.3)

where k ∈ N
∗, which has to be solved subject to the boundary conditions

(

ψ,
∂ψ

∂n
,∇2ψ,

∂(∇2ψ)

∂n
, ...,

∂(∇2p−2ψ)

∂n
,∇2pψ

)

= specified on ∂D,

if k = 2p + 1, (1.4)
(

ψ,
∂ψ

∂n
,∇2ψ,

∂(∇2ψ)

∂n
, ...,∇2p−2ψ,

∂(∇2p−2ψ)

∂n

)

= specified on ∂D,

if k = 2p. (1.5)

2 Boundary integral equations

We assume that the planar domain D is simply connected and bounded by a smooth,
simple and closed contour ∂D, and that all the functions occurring in the sequel are
as smooth as required by the process of mathematical manipulation in which they are
involved.

Among the different methods which may be used for solving problem (1.1)-(1.2),
the boundary element method (BEM) plays an important role. Here we are going to
study a particular integral equation approach which emerges from the integral repre-
sentation [3],

∫

∂D

[

G3(x, y)
∂(∇4ψ)

∂n
(y) −

∂G3

∂n(y)
(x, y)∇4ψ(y)

]

ds(y)

+
∫

∂D

[

∇2
yG3(x, y)

∂(∇2ψ)

∂n
(y) −

∂(∇2
yG3)

∂n(y)
(x, y)∇2ψ(y)

]

ds(y)

+
∫

∂D

[

∇4
yG3(x, y)

∂ψ

∂n
(y) −

∂(∇4
yG3)

∂n(y)
(x, y)ψ(y)

]

ds(y)
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=







ψ(x), x ∈ D,
1
2 ψ(x), x ∈ ∂D,

0, x 6∈ D,

(2.1)

where

G3(x, y) = −
1

128π
r4ln(r), r = |x − y|, (2.2)

is the fundamental solution for the triharmonic operator −∇6.
Since ∇2ψ and ∇4ψ are biharmonic and harmonic in D, respectively, we also have

the representations [8, 10]

∫

∂D

[

G2(x, y)
∂(∇4ψ)

∂n
(y) −

∂G2

∂n(y)
(x, y)∇4ψ(y)

]

ds(y)

+
∫

∂D

[

∇2
yG2(x, y)

∂(∇2ψ)

∂n
(y) −

∂(∇2
yG2)

∂n(y)
(x, y)∇2ψ(y)

]

ds(y)

=







∇2ψ(x), x ∈ D,
1
2∇

2ψ(x), x ∈ ∂D,

0, x 6∈ D,

(2.3)

and
∫

∂D

[

G1(x, y)
∂(∇4ψ)

∂n
(y) −

∂G1

∂n(y)
(x, y)∇4ψ(y)

]

ds(y)

=







∇4ψ(x), x ∈ D,
1
2∇

4ψ(x), x ∈ ∂D,

0, x 6∈ D,

(2.4)

where

G1(x, y) = −
1

2π
ln(r), G2(x, y) = −

1

8π
r2ln(r), (2.5)

are the fundamental solutions for the Laplace −∇2 and biharmonic −∇4 operators,
respectively. Let us denote with

∂(∇2ψ)

∂n
= g0, ∇4ψ = g1,

∂(∇4ψ)

∂n
= g2, on ∂D, (2.6)

the unknown secondary variables associated to the Dirichlet problem (1.1)-(1.2). Then,
from (1.2), (2.1), (2.3) and (2.4), we derive the following set of three boundary integral
equations (BIEs):

∫

∂D

[

G3(x, y)g2(y) −
∂G3

∂n(y)
(x, y)g1(y) + ∇2

yG3(x, y)g0(y)
]

ds(y)

=
1

2
f0(x) +

∫

∂D

[∂(∇2
yG3)

∂n(y)
(x, y) f2(y) −∇4

yG3(x, y) f1(y)

+
∂(∇4

yG3)

∂n(y)
(x, y) f0(y)

]

ds(y), x ∈ ∂D, (2.7)
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∫

∂D

[

G2(x, y)g2(y) −
∂G2

∂n(y)
(x, y)g1(y) + ∇2

yG2(x, y)g0(y)
]

ds(y)

=
1

2
f2(x) +

∫

∂D

∂(∇2
yG2)

∂n(y)
(x, y) f2(y)ds(y), x ∈ ∂D, (2.8)

1

2
g1(x) +

∫

∂D

[ ∂G1

∂n(y)
(x, y)g1(y) − G1(x, y)g2(y)

]

ds(y) = 0, x ∈ ∂D. (2.9)

Eqs.(2.7)-(2.9) constitute three linear BIEs from which the unknowns (2.6) can be deter-
mined. Insertion of g0, g1 and g2 into (2.1) for x ∈ D yields the solution of the original
problem (1.1)-(1.2).

The main purpose of our investigation is to find out whether the BIEs (2.7)-(2.9)
have a unique solution. It turns out (Section 3) that, in three exceptional cases, the
BIEs (2.7)-(2.9) do not have a unique solution, even though the considered boundary
value problem (1.1)-(1.2) does. However, the investigation of Section 4 shows that
this difficulty can be overcome by introducing two supplementary integral conditions
which the solution of the BIEs, i.e. g0, g1 and g2, must satisfy.

Section 5 presents a possible extension to the polyharmonic Dirichlet problem
(1.3)-(1.5), whilst Section 6 summarises the conclusions of the paper.

3 Non-uniqueness of the solution

We first investigate a particular case of a special boundary curve ∂Dc given by the
circle centred at the origin with radius c > 0, namely,

∂Dc : x1 = c cos(θ), x2 = c sin(θ), θ ∈ [0, 2π). (3.1)

The integration point y and the parameter point x are now specified by the angular
coordinates θ and θ0, respectively.

By simple geometrical considerations the homogeneous system corresponding to
(2.7)-(2.9) can be transformed into
∫ 2π

0

[

g1(θ)ρ4(1 + 2ln(ρ2)) − g2(θ)cρ4ln(ρ2) − 16g0(θ)cρ2(1 + ln(ρ2))
]

dθ = 0, (3.2)

∫ 2π

0

[

g1(θ)ρ2(1 + ln(ρ2)) − g2(θ)cρ2ln(ρ2) − 4g0(θ)c(2 + ln(ρ2))
]

dθ = 0, (3.3)

g1(θ0) +
1

2π

∫ 2π

0

[

−g1(θ) + g2(θ)cln(ρ2)
]

dθ = 0, (3.4)

where ρ2 = 4c2sin2
(

θ−θ0
2

)

. Of course, the system of BIEs (3.2)-(3.4) has the trivial

solution g0 = g1 = g2 = 0. In order to find non-trivial solutions the Fourier series

gi(θ) = c−1−i

(

a
(i)
0 +

∞

∑
n=1

(a
(i)
n cos(nθ) + b

(i)
n sin(nθ))

)

, i = 0, 1, 2, (3.5)
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are inserted into (3.2)-(3.4), and by elementary calculations, we obtain for the first
terms

−64c2a
(0)
0 (1 + ln(c)) + 4c2a

(1)
0 (5 + 6ln(c)) − c2a

(2)
0 (7 + 12ln(c)) = 0, (3.6)

−4a
(0)
0 (1 + ln(c)) + 2a

(1)
0 (1 + ln(c)) − a

(2)
0 (1 + 2ln(c)) = 0, (3.7)

2c−2a
(2)
0 ln(c) = 0, (3.8)

where we have used that [11]

∫ 2π

0
ln(ρ2)dθ = 2πln(c2),

∫ 2π

0
ρ2ln(ρ2)dθ = 4πc2(1 + ln(c2)),

∫ 2π

0
ρ4ln(ρ2)dθ = 2πc4(7 + 6ln(c2)).

The determinant of this system of algebraic equations is

D0 = −32ln(c)(1 + ln(c))(3 + 2ln(c)),

which becomes zero when c ∈ {1, e−1, e−3/2}, and the solutions a
(i)
0 , i = 0, 1, 2 are not

necessarily equal to zero:

c = 1 : a
(i)
0 6= 0, i = 0, 1, 2,

c = e−1 : a
(2)
0 = 0, a

(0)
0 6= 0, a

(1)
0 6= 0,

c = e−3/2 : a
(2)
0 = 0, a

(1)
0 = 2a

(0)
0 6= 0.

This result shows that the homogeneous system of equations (3.6)-(3.8) may have a
non-trivial solution. Consequently, the inhomogeneous system of BIEs (2.7)-(2.9) may
have a non-unique solution. In accordance with [5,8], it can be conjectured that a non-
unique solution may appear for a general curve ∂D (not only for the disk), when the
exterior mapping radius (or the transfinite diameter, or the logarithmic capacity) of
the curve ∂D is 1, e−1 or e−3/2. These particular boundary contours for which the BIEs
do not have a unique solution are sometimes called Γ-contours [4].

This non-uniqueness can be overcome if instead of Gi, i = 1, 2, 3, one considers the
modified fundamental solutions







GA
1 (r) = − 1

2π (ln(r) + A),

GB
2 (r) = − 1

8π r2(ln(r) + B),

GC
3 (r) = − 1

128π r4(ln(r) + C),

(3.9)

in the BIEs (2.7)-(2.9). Then, using single- and double-layer potential arguments simi-
lar to those used in [10], one can show the following uniqueness theorem.
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Theorem 3.1. Let χ and 2πα be the equilibrium density and Robin’s constant, respectively,
for ∂D, i.e. the unique density function and number such that [12]

∫

∂D
G1(x, y)χ(y)ds(y) = α,

∫

∂D
χ(y)ds(y) = 1. (3.10)

Then, if A 6= 2πα, B 6= 2πα − 1 and C 6= 2πα − 3
2 , the system of BIEs (2.7)-(2.9) with G1,

G2, G3 replaced by GA
1 , GB

2 , GC
3 , has only the trivial solution g0 = g1 = g2 = 0.

Alternatively, we can obtain the uniqueness by supplying two supplementary con-
ditions, as described in the next section.

4 Supplementary conditions

When the BIEs (2.7)-(2.9) do not have a unique solution, it is necessary to add some
supplementary conditions which give additional relations among the known func-
tions fi and unknown functions gi(i = 0, 1, 2). Below, nine such conditions are derived
in the form of line integrals along a general curve ∂D.

Let 〈λ, µ〉 = λ1µ1 + λ2µ2 denote the scalar product of two vectors λ = (λ1, λ2) and
µ = (µ1, µ2) in R

2. It can be shown by direct calculation that for y ∈ ∂D and x far
away from the origin we have the asymptotic expansions

r4ln(r) = r4ln(|x|) − |x|2〈x, y〉 + 3
(

〈x, y〉 −
1

2
|y|2
)2

−
2

3

〈x, y〉4

|x|4

+
2〈x, y〉2

|x|2

(

|y|2 −
2

3
〈x, y〉

)

+ O(|x|−1),

∂(r4ln(r))

∂n(y)
= 4r2〈y − x, n(y)〉ln(|x|) − |x|2〈x, n(y)〉

+6
(1

2
|y|2 − 〈x, y〉

)

〈y − x, n(y)〉 −
8

3

〈x, y〉3〈x, n(y)〉

|x|4

+
4〈x, y〉

|x|2
(〈x, n(y)〉|y|2 + 〈x, y〉〈y − x, n(y)〉) + O(|x|−1),

∇2
y(r4ln(r)) = 16

[ r2

2
+ r2ln(|x|) +

〈x, y〉2

|x|2
− 〈x, y〉 +

1

2
|y|2
]

+ O(|x|−1),

∂(∇2
y(r4ln(r)))

∂n(y)
= 32

[

〈y − x, n(y)〉(ln(|x|) + 1) +
〈x, n(y)〉〈x, y〉

|x|2

]

+ O(|x|−1),

∇4
y(r4ln(r)) = 64(ln(r) +

3

2
) = 64(ln(|x| +

3

2
) + O(|x|−1),

∂(∇4
y(r4ln(r)))

∂n(y)
= O(|x|−1).
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These expressions are inserted into the integral equation (2.1) whereby we obtain
by collecting similar terms:

0 = I1|x|
4ln(|x|) + I2|x|

3ln(|x|) + I3|x|
2ln(|x|) + I4|x|ln(|x|)

+I5ln(|x|) + I6|x|
3 + I7|x|

2 + I8|x| + I9 + O(|x|−1), (4.1)

where the right-hand side of (2.1) is equal to zero, since as x is far away from the origin
we have that x 6∈ D. In the above expression the integrals Ii, i = 1, 9, are given by

I1 =
∫

∂D
g2(y)ds(y),

I2 = 4I6 = 4
∫

∂D

[

g1(y) 〈x̂, n(y)〉 − g2(y) 〈x̂, y〉
]

ds(y),

I3 =
∫

∂D

{

g2(y)
(

4〈x̂, y〉2 + 2|y|2
)

− 4g1(y)
(

〈y, n(y)〉 + 2 〈x̂, y〉 〈x̂, n(y)〉
)

+16g0(y)
}

ds(y),

I4 = 4
∫

∂D

{

− g2(y) 〈x̂, y〉 |y|2 + g1(y)
(

2〈y, n(y)〉〈x̂, y〉 + 〈x̂, n(y)〉|y|2
)

+8g0(y)〈x̂, y〉 + 8 f2(y)〈x̂, n(y)〉
}

ds(y),

I5 =
∫

∂D

{

g2(y)|y|4 − 4g1(y)〈y, n(y)〉|y|2 + 16g0(y)|y|2

−32 f2(y)〈y, n(y)〉 + 64 f1(y)
}

ds(y),

I7 =
∫

∂D

{

3g2(y)〈x̂, y〉2 − 6g1(y)〈x̂, y〉〈x̂, n(y)〉 + 8g0(y)
}

ds(y),

I8 =
∫

∂D

{

g1(y)
(

3|y|2〈x̂, n(y)〉 + 6〈x̂, y〉〈y, n(y)〉 − 4〈x̂, y〉2〈x̂, n(y)〉
)

−g2(y)
(

3〈x̂, y〉|y|2 + 4〈x̂, y〉3/3
)

+ 32 f2(y)〈x̂, n(y)〉
}

ds(y),

I9 =
∫

∂D

{

g2(y)
(

3|y|4/4 − 2〈x̂, y〉4/3 + 2〈x̂, y〉2|y|2
)

− g1(y)
[

3|y|2 〈y, n(y)〉

−8〈x̂, y〉3〈x̂, n(y)〉/3 + 4〈x̂, y〉〈x̂, n(y)〉|y|2 + 4〈x̂, y〉2〈y, n(y)〉
]

+16g0(y)(|y|2 + 〈x̂, y〉2) − 32 f2(y) (〈y, n(y)〉 + 〈x̂, n(y)〉〈x̂, y〉)

+96 f1(y)
}

ds(y),

where x̂ = x/|x|.
From the identity (4.1), letting |x| → ∞ we obtain Ii = 0, i = 1, 9. Similarly as

in [8], it turns out that only two of them provide the necessary supplementary pieces
of information, namely those given as I1 = I5 = 0, i.e.

∫

∂D
g2(y)ds(y) = 0, (4.2)
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∫

∂D

{

g2(y)|y|2 − 4g1(y)〈y, n(y)〉 + 16g0(y)
}

|y|2ds(y)

= 32
∫

∂D

[

f2(y) 〈y, n(y)〉 − 2 f1(y)
]

ds(y). (4.3)

Considering again the circular domain ∂Dc given by (3.1), the homogeneous system
corresponding to (4.2) and (4.3) yields

∫ 2π

0
cg2(θ)dθ = 0, (4.4)

∫ 2π

0
c3
{

g2(θ)c2 − 4cg1(θ) + 16g0(θ)
}

dθ = 0. (4.5)

In these conditions we insert the assumed Fourier series (3.5) and we obtain for the
first terms

c−2a
(2)
0 = 0, (4.6)

c2(a
(2)
0 − 4a

(1)
0 + 16a

(0)
0 ) = 0. (4.7)

Condition (4.6) alone gives a
(2)
0 = 0, and then equations (3.6)-(3.8) yield

{

−16a
(0)
0 (1 + ln(c)) + a

(1)
0 (5 + 6ln(c)) = 0,

−2a
(0)
0 (1 + ln(c)) + a

(1)
0 (1 + ln(c)) = 0,

with the determinant

D0 = −2(1 + ln(c))(3 + 2ln(c)).

To summarise, equations (3.6)-(3.8) and condition (4.6) give:

c = 1 : a
(0)
0 = a

(1)
0 = a

(2)
0 = 0,

c = e−1 : a
(1)
0 = a

(2)
0 = 0, a

(0)
0 6= 0,

c = e−3/2 : a
(2)
0 = 0, a

(1)
0 = 2a

(0)
0 6= 0.

Also, condition (4.7) alone gives [a
(2)
0 − 4a

(1)
0 + 16a

(0)
0 = 0]. If c 6= 1, then (3.8) gives

a
(2)
0 = 0, and the previous relation, and (3.6) and (3.7) give

a
(1)
0 = 4a

(0)
0 , 16(1 + 2ln(c))a

(0)
0 = 0, 4(1 + ln(c))a

(0)
0 = 0,

so a
(0)
0 = a

(1)
0 = 0, and we have uniqueness. However, if c = 1, then (4.7) and (3.6)-(3.8)

give











16a
(0)
0 − 4a

(1)
0 + a

(2)
0 = 0,

−64a
(0)
0 + 20a

(1)
0 − 7a

(2)
0 = 0,

−4a
(0)
0 + 2a

(1)
0 − a

(2)
0 = 0,
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with the determinant zero, hence a non-unique solution.

By imposing now both conditions (4.6) and (4.7) we obtain a
(2)
0 = 0, a

(1)
0 = 4a

(0)
0

and conditions (3.6) and (3.7) give
{

4a
(0)
0 (1 + ln(c)) = 0,

16a
(0)
0 (1 + 2ln(c)) = 0,

which gives a
(0)
0 = 0, and hence a

(1)
0 = 0. In conclusion, in accordance with [5,8],

it is conjectured that the supplementary conditions (4.2) and (4.3) remove the non-
uniqueness of the BIEs (2.7)-(2.9) for any contour ∂D.

Numerically, the BIEs (2.7)-(2.9) and the supplementary conditions (4.2) and (4.3)
can be discretised using the BEM, as described in [3], and the resulting overdetermined
system of linear algebraic equations solved using an ordinary least-squares procedure,
as described in [13]. In the numerical computations [8, 13], the condition number of
the resulting BEM-matrix blows up, as the boundary curve ∂D approaches one of its
transfinite diameter values, if no supplementary condition is imposed.

5 Extension to polyharmonic equations

We consider the fundamental solution for the two-dimensional operator −∇2k in (1.3),
given by [14],

Gk(x, y) = −
1

2π
r2k−2(akln(r) − bk), r = |x − y|, (5.1)

where ak and bk are constants satisfying the recurrence relations

ak =
ak−1

4(k − 1)2
, bk =

1

4(k − 1)2

(

ak−1

k − 1
+ bk−1

)

, k ≥ 2, (5.2)

and a1 = 1, b1 = 0. From (5.2) it can be seen that

ak =
1

4k−1((k − 1)!)2
, k ≥ 1, (5.3)

and

bk =
bk−1

4(k − 1)2
+

1

(k − 1)4k−1((k − 1)!)2
, k ≥ 2, (5.4)

starting with b1 = 0. Solving the recurrence relation (5.4), we obtain

bk =
1

4k−1((k − 1)!)2

k−1

∑
l=1

1

l
, k ≥ 1. (5.5)

For engineering purposes, it is useful to list the first few fundamental solutions
[15],

G1 = −
1

2π
ln(r), G2 = −

1

8π
r2[ln(r) − 1],

G3 = −
1

128π
r4
[

ln(r) −
3

2

]

, G4 = −
1

4608π
r4
[

ln(r) −
11

6

]

, (5.6)
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etc. From the previous analysis for the triharmonic Dirichlet problem (1.1) and (1.2),
and the above expressions (5.6), looking at the free term, it can be seen that the Γ-
contours of logarithmic capacities 1, e−1, e−3/2, e−11/6, etc. occur for the polyharmonic
Dirichlet problem (1.3)-(1.5). More concretely, it is conjectured that these Γ-contours
have the logarithmic capacities

e−bl/al = exp

(

−
l−1

∑
m=1

1

m

)

, for l = 1, k. (5.7)

Eq.(5.7) gives the complete description of the Γ-contours for the Dirichlet problem for
the polyharmonic equation given by (1.3)-(1.5).

6 Conclusions

In this paper, we have investigated the solvability of the BIEs arising from the appli-
cation of the BEM for the two-dimensional triharmonic equation. In particular, the
existence of three Γ-contours of logarithmic capacities 1, e−1 and e−3/2 has been pro-
vided. The possible non-uniqueness for these particular geometries can be removed
by using modified fundamental solutions, or more simply by imposing two supple-
mentary conditions. Although the analysis was presented for the Dirichlet problem,
it is believed that exactly the same situation occurs for mixed boundary conditions, as
shown in [16] for Laplace’s equation. Also, as remarked in [9] for the biharmonic equa-
tion, the Γ-contours do not exist in three-dimensions. Natural extensions to polyhar-
monic equations have also been provided in this paper. A recent work [17], showed
that similar Γ-contours exists for two-dimensional Stokes equations of slow viscous
fluid flows. Further work will concern the calculation of the condition number of the
BEM-matrix arising from the triharmonic equation following the harmonic and bihar-
monic numerical analyses of [13, 16, 18].
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