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#### Abstract

The distribution for eigenvalues of Schur complement of matrices plays an important role in many mathematical problems. In this paper, we firstly present some criteria for $H$-matrix. Then as application, for two class matrices whose submatrices are $\gamma$-diagonally dominant and product $\gamma$-diagonally dominant, we show that the eigenvalues of the Schur complement are located in the Geršgorin discs and the Ostrowski discs of the original matrices under certain conditions.
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## 1. Introduction and notations

In many fields such as control theory and computational mathematics, the theory of Schur complement plays an important role. A lot of work have been done on it. Based on the Geršgorin discs and Gassini ovals, Liu and Zhang firstly presented the notations of disc separations and considered the disc separations for diagonally dominant matrix and their Schur complement ([1]). Further, Liu obtained some estimates for dominant degree of the Schur complement and some bounds for the eigenvalues of the Schur complement by the entries the original matrix ([1-5]). For another, as the eigenvalue distribution problem on the Schur complement has important applications (see e.g., [24]), thus there are many researchers pay attention to it. Liu and Zhang considered the relation between the eigenvalues of the Schur complement and the submatrix for diagonally dominant matrix $A$ with real diagonal elements in the paper ([1]). Cvetkovic and Nedović [6] generalized this result to the $S$-strictly diagonally dominant matrix.

[^0]In [7], Liu and Huang obtained the number of eigenvalues with positive real part and with negative real part for the Schur complement of $H$-matrix with real diagonal elements. Later, Zhang et al. [8] generalized this result to the $H$-matrix with complex diagonal elements. Liu et al. presented some bounds for the eigenvalues of the Schur complement by the entries of original matrix ([2-5]). As stated in these papers above, if the eigenvalues of the Schur complement can be estimated by the elements of the original matrix, it easy to know whether a linear system could be transformed into two smaller one which can be solved by iteration. This kind of iteration, which has many advantages, is called the Schur-based iteration, as it converts the original system into two smaller ones by the Schur complement. Hence, investigating the distribution for eigenvalues of Schur complement is of great significance.

In the following, we recall some notations and definitions. Let $C^{n \times n}$ denote the set of all $n \times n$ complex matrices, $N=\{1, \ldots, n\}$ and $A=\left(a_{i j}\right) \in C^{n \times n}$, where $n \geq 2$ and let $N_{1} \cup N_{2}=N, N_{1} \cap N_{2}=\emptyset$. Denote

$$
\begin{array}{ll}
\alpha_{i}(A)=\sum_{j \in N_{1}, j \neq i}\left|a_{i j}\right|, \quad \beta_{i}(A)=\sum_{j \in N_{2}, j \neq i}\left|a_{i j}\right|, \quad P_{i}(A)=\alpha_{i}(A)+\beta_{i}(A) ; \\
\alpha_{i}^{\prime}(A)=\sum_{j \in N_{1}, j \neq i}\left|a_{j i}\right|, \quad \beta_{i}^{\prime}(A)=\sum_{j \in N_{2}, j \neq i}\left|a_{j i}\right|, \quad S_{i}(A)=\alpha_{i}^{\prime}(A)+\beta_{i}^{\prime}(A) .
\end{array}
$$

Take

$$
N_{r}(A)=\left\{i: i \in N,\left|a_{i i}\right|>P_{i}(A)\right\} ; \quad N_{c}(A)=\left\{j: j \in N,\left|a_{j j}\right|>S_{j}(A)\right\} .
$$

The comparison matrix of $A$, which is denoted by $\mu(A)=\left(t_{i j}\right)$, is defined as

$$
t_{i j}= \begin{cases}\left|a_{i j}\right|, & \text { if } i=j, \\ -\left|a_{i j}\right|, & \text { if } i \neq j\end{cases}
$$

It is known that $A$ is a (row) diagonally dominant matrix $\left(D_{n}\right)$ if for all $i=1, \ldots, n$,

$$
\begin{equation*}
\left|a_{i i}\right| \geq P_{i}(A) . \tag{1.1}
\end{equation*}
$$

$A$ is a $\gamma$-diagonally dominant matrix $\left(D_{n}^{\gamma}\right)$ if there exists $\gamma \in[0,1]$ such that

$$
\begin{equation*}
\left|a_{i i}\right| \geq \gamma P_{i}(A)+(1-\gamma) S_{i}(A), \quad \forall i \in N . \tag{1.2}
\end{equation*}
$$

And $A$ is called a product $\gamma$-diagonally dominant matrix $\left(P D_{n}^{\gamma}\right)$ if there exists $\gamma \in[0,1]$ such that

$$
\begin{equation*}
\left|a_{i i}\right| \geq\left[P_{i}(A)\right]^{\gamma}\left[S_{i}(A)\right]^{1-\gamma}, \quad \forall i \in N . \tag{1.3}
\end{equation*}
$$

If all inequalities in (1.1)-(1.3) hold, $A$ is said to be strictly (row) diagonally dominant $\left(S D_{n}\right)$, strictly $\gamma$-diagonally dominant ( $S D_{n}^{\gamma}$ ), and strictly product $\gamma$-diagonally dominant $\left(S P D_{n}^{\gamma}\right)$, respectively. If there exists a diagonal matrix $D$, with positive diagonal elements, such that $A D$ is strictly diagonally dominant, strictly $\gamma$-diagonally dominant
and strictly product $\gamma$-diagonally dominant respectively, we call $A$ generalized diagonally dominant $\left(G S D_{n}\right)$, generalized $\gamma$-diagonally dominant $\left(G S D_{n}^{\gamma}\right)$ and generalized product $\gamma$-diagonally dominant $\left(G S P D_{n}^{\gamma}\right)$, respectively.

A matrix $A$ is an $M$-matrix, if it can be written in the form $A=m I-P$, where $P$ is a nonnegative matrix and $m>\rho(P)$, the spectral radius of $P$. A matrix $A$ is an $H$-matrix, if $\mu(A)$ is an $M$-matrix. we denote by $H_{n}$ and $M_{n}$ the sets of $n \times n H$-matrices and $M$-matrices, respectively.

For nonempty index sets $\alpha, \beta \subseteq N$ whose elements are both conventionally arranged in increasing order, we denote by $|\alpha|$ the cardinality of $\alpha$ and $\alpha^{c}=N-\alpha$ the complement of $\alpha$ in $N$. We write $A(\alpha, \beta)$ to mean the submatrix of $A \in C^{n \times n}$ lying in the rows indexed by $\alpha$ and the columns indexed by $\beta . A(\alpha, \alpha)$ is abbreviated to $A(\alpha)$. Assuming that $A(\alpha)$ is nonsingular, the Schur complement of $A$ with respect to $A(\alpha)$, which is denoted by $A / A(\alpha)$ or simply $A / \alpha$, is defined to be

$$
\begin{equation*}
A\left(\alpha^{c}\right)-A\left(\alpha^{c}, \alpha\right)[A(\alpha)]^{-1} A\left(\alpha, \alpha^{c}\right) \tag{1.4}
\end{equation*}
$$

In this paper, we first present some criteria for $H$-matrix. Then as application, for two class matrices whose submatrices are $\gamma$-diagonally dominant and product $\gamma$ diagonally dominant, we show that the eigenvalues of the Schur complement are located in the Geršgorin discs and the Ostrowski discs of the original matrices under certain conditions.

## 2. The criterion for $H$-matrix

In order to obtain the eigenvalue distribution of the Schur complement by the entries of the original matrix, in this section, we present two new criteria for the $H$-matrix.

Lemma 2.1. ([9, p.137]) A matrix $A \in C^{n \times n}$ is an $H$-matrix if and only if $A$ is generalized diagonally dominant.

Lemma 2.2. ([7, Theorem 2]) Let $A \in C^{n \times n}$. Then the following conditions are equivalent:
(i) $A \in H_{n}$.
(ii) There exists $\gamma \in[0,1]$ such that $A \in G S D_{n}^{\gamma}$.
(iii) There exists $\gamma \in[0,1]$ such that $A \in G S P D_{n}^{\gamma}$.

Lemma 2.3. ([10, p.114-115]) A matrix $A \in C^{n \times n}$ is an $H$-matrix if and only if there exists positive diagonal matrices $D_{1}$ and $D_{2}$ such that $D_{1} A D_{2}$ is an $H$-matrix.

Theorem 2.1. Let $A \in C^{n \times n}$. If there exists proper subsets $N_{1}, N_{2}$ of $N$ with $N_{1} \cup N_{2}=$ $N, N_{1} \cap N_{2}=\emptyset$ and $\gamma \in[0,1]$ such that $A\left(N_{2}\right)$ is strictly $\gamma$-diagonally dominant and

$$
\begin{equation*}
\frac{\left|a_{i i}\right|-\gamma \alpha_{i}(A)-(1-\gamma) \alpha_{i}^{\prime}(A)}{\gamma \beta_{i}(A)+(1-\gamma) \beta_{i}^{\prime}(A)}>\frac{\gamma \alpha_{j}(A)+(1-\gamma) \alpha_{j}^{\prime}(A)}{\left|a_{j j}\right|-\gamma \beta_{j}(A)-(1-\gamma) \beta_{j}^{\prime}(A)}, \tag{2.1}
\end{equation*}
$$

for all $i \in N_{1}, j \in N_{2}$, then $A$ is an $H$-matrix. Note when $\gamma \beta_{i}(A)+(1-\gamma) \beta_{i}^{\prime}(A)=$ 0 , we let

$$
\frac{\left|a_{i i}\right|-\gamma \alpha_{i}(A)-(1-\gamma) \beta_{i}(A)}{\gamma \beta_{i}(A)+(1-\gamma) \beta_{i}^{\prime}(A)}=+\infty .
$$

Proof. By (2.1), we can choose $d$ such that

$$
\min _{i \in N_{1}} \frac{\left|a_{i i}\right|-\gamma \alpha_{i}(A)-(1-\gamma) \alpha_{i}^{\prime}(A)}{\gamma \beta_{i}(A)+(1-\gamma) \beta_{i}^{\prime}(A)}>d>\max _{j \in N_{2}} \frac{\gamma \alpha_{j}(A)+(1-\gamma) \alpha_{j}^{\prime}(A)}{\left|a_{j j}\right|-\gamma \beta_{j}(A)-(1-\gamma) \beta_{j}^{\prime}(A)}
$$

Since $A\left(N_{2}\right)$ is strictly $\gamma$-diagonally dominant, we have so $d>0$ and we can construct a positive diagonal matrix $D=\operatorname{diag}\left(d_{i} \mid d_{i}=1, i \in N_{1} ; d_{i}=d, i \in N_{2}\right)$. Denote $B=$ $D A D=\left(b_{i j}\right)$. Then

$$
b_{i j}= \begin{cases}a_{i j}, & \text { if } i \in N_{1}, j \in N_{1} \\ d a_{i j}, & \text { if } i \in N_{1}, j \in N_{2} \\ d a_{i j}, & \text { if } i \in N_{2}, j \in N_{1} \\ d^{2} a_{i j}, & \text { if } i \in N_{2}, j \in N_{2}\end{cases}
$$

Hence for all $i \in N_{1}$,

$$
\begin{aligned}
& \left|b_{i i}\right|-\gamma P_{i}(B)-(1-\gamma) S_{i}(B) \\
= & \left|a_{i i}\right|-\gamma \alpha_{i}(A)-\gamma \beta_{i}(A) d-(1-\gamma) \alpha_{i}^{\prime}(A)-(1-\gamma) \beta_{i}^{\prime}(A) d \\
= & \left|a_{i i}\right|-\gamma \alpha_{i}(A)-(1-\gamma) \alpha_{i}^{\prime}(A)-\left[\gamma \beta_{i}(A)+(1-\gamma) \beta_{i}^{\prime}(A)\right] d \\
> & \left|a_{i i}\right|-\gamma \alpha_{i}(A)-(1-\gamma) \alpha_{i}^{\prime}(A)-\left[\gamma \beta_{i}(A)+(1-\gamma) \beta_{i}^{\prime}(A)\right] \\
& \quad \frac{\left|a_{i i}\right|-\gamma \alpha_{i}(A)-(1-\gamma) \alpha_{i}^{\prime}(A)}{\gamma \beta_{i}(A)+(1-\gamma) \beta_{i}^{\prime}(A)} \\
= & 0,
\end{aligned}
$$

and for all $i \in N_{2}$,

$$
\begin{aligned}
& \left|b_{i i}\right|-\gamma P_{i}(B)-(1-\gamma) S_{i}(B) \\
= & \left|a_{i i}\right| d^{2}-\gamma \alpha_{i}(A) d-\gamma \beta_{i}(A) d^{2}-(1-\gamma) \alpha_{i}^{\prime}(A) d-(1-\gamma) \beta_{i}^{\prime}(A) d^{2} \\
= & d\left\{\left[\left|a_{i i}\right|-\gamma \beta_{i}(A)-(1-\gamma) \beta_{i}^{\prime}(A)\right] d-\gamma \alpha_{i}(A)-(1-\gamma) \alpha_{i}^{\prime}(A)\right\} \\
> & d\left\{\left[\left|a_{i i}\right|-\gamma \beta_{i}(A)-(1-\gamma) \beta_{i}^{\prime}(A)\right] \frac{\gamma \alpha_{i}(A)+(1-\gamma) \alpha_{i}^{\prime}(A)}{\left|a_{i i}\right|-\gamma \beta_{i}(A)-(1-\gamma) \beta_{i}^{\prime}(A)}\right. \\
& \left.\quad-\gamma \alpha_{i}(A)-(1-\gamma) \alpha_{i}^{\prime}(A)\right\} \\
= & 0 .
\end{aligned}
$$

Hence $B$ is strictly $\gamma$-diagonally dominant and by Lemma 2.2 we know $B$ is an $H$ matrix. By Lemma 2.3 it is easy to know $A$ is an $H$-matrix.

Theorem 2.2. Let $A \in C^{n \times n}$. If there exists proper subsets $N_{1}, N_{2}$ of $N$ with $N_{1} \cup N_{2}=$ $N, N_{1} \cap N_{2}=\emptyset$ and $\gamma \in(0,1]$ such that $\left|a_{j j}\right|>\beta_{j}(A)^{\gamma} S_{j}(A)^{1-\gamma}$ and

$$
\begin{equation*}
\frac{\left|a_{i i}\right|^{\frac{1}{\gamma}}-\alpha_{i}(A) S_{i}(A)^{\frac{1-\gamma}{\gamma}}}{\beta_{i}(A) S_{i}(A)^{\frac{1-\gamma}{\gamma}}}>\frac{\alpha_{j}(A) S_{j}(A)^{\frac{1-\gamma}{\gamma}}}{\left|a_{j j}\right|^{\frac{1}{\gamma}}-\beta_{j}(A) S_{j}(A)^{\frac{1-\gamma}{\gamma}}} \tag{2.2}
\end{equation*}
$$

for all $i \in N_{1}, j \in N_{2}$, then $A$ is an $H$-matrix. Note when $\beta_{i}(A) S_{i}(A)^{\frac{1-\gamma}{\gamma}}=0$, we let

$$
\frac{\left|a_{i i}\right|^{\frac{1}{\gamma}}-\alpha_{i}(A) S_{i}(A)^{\frac{1-\gamma}{\gamma}}}{\beta_{i}(A) S_{i}(A)^{\frac{1-\gamma}{\gamma}}}=+\infty .
$$

Proof. By (2.2) we can choose $d$ such that

$$
\min _{i \in N_{1}} \frac{\left|a_{i i}\right|^{\frac{1}{\gamma}}-\alpha_{i}(A) S_{i}(A)^{\frac{1-\gamma}{\gamma}}}{\beta_{i}(A) S_{i}(A)^{\frac{1-\gamma}{\gamma}}}>d>\max _{j \in N_{2}} \frac{\alpha_{j}(A) S_{j}(A)^{\frac{1-\gamma}{\gamma}}}{\left|a_{j j}\right|^{\frac{1}{\gamma}}-\beta_{j}(A) S_{j}(A)^{\frac{1-\gamma}{\gamma}}} .
$$

Since $\left|a_{j j}\right|>\beta_{j}(A)^{\gamma} S_{j}(A)^{1-\gamma}$ for all $j \in N_{2}$, we know $d>0$. Hence we can construct a positive diagonal matrix $D=\operatorname{diag}\left(d_{i} \mid d_{i}=1, i \in N_{1} ; d_{i}=d, i \in N_{2}\right)$ and denote $B=A D=\left(b_{i j}\right)$, then

$$
b_{i j}= \begin{cases}a_{i j}, & \text { if } j \in N_{1} ; \\ d a_{i j}, & \text { if } j \in N_{2} .\end{cases}
$$

By direct calculation, we know for all $i \in N_{1}$,

$$
\begin{aligned}
& \left|b_{i i}\right|^{\frac{1}{\gamma}}-P_{i}(B) S_{i}(B)^{\frac{1-\gamma}{\gamma}} \\
= & \left|a_{i i}\right|^{\frac{1}{\gamma}}-\alpha_{i}(A) S_{i}(A)^{\frac{1-\gamma}{\gamma}}-d \beta_{i}(A) S_{i}(A)^{\frac{1}{\gamma}} \\
> & \left|a_{i i}\right|^{\frac{1}{\gamma}}-\alpha_{i}(A) S_{i}(A)^{\frac{1-\gamma}{\gamma}}-\frac{\left|a_{i i}\right|^{\frac{1}{\gamma}}-\alpha_{i}(A) S_{i}(A)^{\frac{1-\gamma}{\gamma}}}{\beta_{i}(A) S_{i}(A)^{\frac{1-\gamma}{\gamma}}} \beta_{i}(A) S_{i}(A)^{\frac{1}{\gamma}} \\
= & 0 ;
\end{aligned}
$$

and for all $i \in N_{2}$,

$$
\begin{aligned}
& \left|b_{i i}\right|^{\frac{1}{\gamma}}-P_{i}(B) S_{i}(B)^{\frac{1-\gamma}{\gamma}} \\
= & \left(d\left|a_{i i}\right|\right)^{\frac{1}{\gamma}}-\alpha_{i}(A)\left(d S_{i}(A)\right)^{\frac{1-\gamma}{\gamma}}-d \beta_{i}(A)\left(d S_{i}(A)\right)^{\frac{1-\gamma}{\gamma}} \\
= & d^{\frac{1-\gamma}{\gamma}}\left[\left|a_{i i}\right|^{\frac{1}{\gamma}} d-\alpha_{i}(A) S_{i}(A)^{\frac{1-\gamma}{\gamma}}-d \beta_{i}(A) S_{i}(A)^{\frac{1-\gamma}{\gamma}}\right] \\
= & d^{\frac{1-\gamma}{\gamma}}\left\{\left[\left.a_{i i}\right|^{\frac{1}{\gamma}}-\beta_{i}(A) S_{i}(A)^{\frac{1-\gamma}{\gamma}}\right] d-\alpha_{i}(A) S_{i}(A)^{\frac{1-\gamma}{\gamma}}\right\} \\
> & d^{\frac{1-\gamma}{\gamma}}\left\{\left[\left|a_{i i}\right|^{\frac{1}{\gamma}}-\beta_{i}(A) S_{i}(A)^{\frac{1-\gamma}{\gamma}}\right] \frac{\alpha_{i}(A) S_{i}(A)^{\frac{1-\gamma}{\gamma}}}{\left|a_{i i}\right|^{\frac{1}{\gamma}}-\beta_{i}(A) S_{i}(A)^{\frac{1-\gamma}{\gamma}}}-\alpha_{i}(A) S_{i}(A)^{\frac{1-\gamma}{\gamma}}\right\} \\
= & 0 .
\end{aligned}
$$

For all $i \in N,\left|b_{i i}\right|^{\frac{1}{\gamma}}>P_{i}(B) S_{i}(B)^{\frac{1-\gamma}{\gamma}}$, i.e., $\left|b_{i i}\right|>P_{i}(B)^{\gamma} S_{i}(B)^{1-\gamma}$, so $B$ is a strictly product $\gamma$-diagonally dominant matrix and $A$ is a generalized product $\gamma$-diagonally dominant matrix. By Lemma 2.2 it is easy to know $A$ is an $H$-matrix.

If we choose $\gamma=1$ in the Theorems 2.1 or 2.2 , we obtain the following corollary.

Corollary 2.1. Let $A \in C^{n \times n}$. If there exists proper subsets $N_{1}, N_{2}$ of $N$ with $N_{1} \cup N_{2}=$ $N, N_{1} \cap N_{2}=\emptyset$ such that $A\left(N_{2}\right)$ is strictly diagonally dominant and

$$
\begin{equation*}
\frac{\left|a_{i i}\right|-\alpha_{i}(A)}{\beta_{i}(A)}>\frac{\alpha_{j}(A)}{\left|a_{j j}\right|-\beta_{j}(A)}, \tag{2.3}
\end{equation*}
$$

for all $i \in N_{1}, j \in N_{2}$, then $A$ is an $H$-matrix.
Remark 2.1. Theorems 1 and 2 of the paper [11] are exactly Corollary 2.1 of this paper. In [12], R. S. Varga called this matrix which satisfy the condition of Corollary 2.1 S strictly diagonally dominant matrix and by using it obtained an eigenvalue inclusion set in the complex plane.

## 3. Distribution for eigenvalues of Schur complement

In this section, for two class matrices whose submatrices are $\gamma$-diagonally dominant and product $\gamma$-diagonally dominant, we show that the eigenvalues of the Schur complement are located in the Geršgorin discs and Ostrowski discs of the original matrices under certain conditions.

Lemma 3.1. ([13, p.19]) Let $A \in C^{n \times n}$ and $\alpha \subset N$. If $A(\alpha)$ is nonsingular, then

$$
\begin{equation*}
\operatorname{det} A=\operatorname{det}(A / \alpha) \operatorname{det} A(\alpha) . \tag{3.1}
\end{equation*}
$$

Lemma 3.2. ([14, p.349]) Let $A=\left(a_{i j}\right) \in C^{n \times n}$ be strictly diagonally dominant. Then $A$ is invertible.

Theorem 3.1. Let $A \in C^{n \times n}, \alpha=\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}=N_{1}, \alpha^{c}=\left\{j_{1}, j_{2}, \ldots, j_{l}\right\}=N_{2}$, with $N_{1} \cup N_{2}=N, N_{1} \cap N_{2}=\emptyset$. If there exists $\gamma \in[0,1]$ such that $A(\alpha)$ is strictly $\gamma$-diagonally dominant, then

$$
\begin{align*}
\sigma(A / \alpha) & \subseteq \bigcup_{t=1}^{l}\left\{z \in C:\left|z-a_{j_{t} j_{t}}\right| \leq \gamma P_{j_{t}}(A)+(1-\gamma) S_{j_{t}}(A)-w_{j_{t}}^{(\gamma)}\right\} \\
& \equiv G_{1}^{(\gamma)}(A) \tag{3.2}
\end{align*}
$$

where

$$
w_{j_{t}}^{(\gamma)}=\min _{1 \leq w \leq k} \frac{\left|a_{i_{w} i_{w}}\right|-\gamma P_{i_{w}}(A)-(1-\gamma) S_{i_{w}}(A)}{\left|a_{i_{w} i_{w}}\right|-\gamma \alpha_{i_{w}}(A)-(1-\gamma) \alpha_{i_{w}}^{\prime}(A)}\left[\gamma \alpha_{j_{t}}(A)+(1-\gamma) \alpha_{j_{t}}^{\prime}(A)\right] .
$$

Proof. Suppose that (3.2) is not valid, then there exists an eigenvalue $\lambda$ of $A / \alpha$ such that $\lambda \notin G_{1}^{(\gamma)}(A)$ and hence $\lambda \in\left[G_{1}^{(\gamma)}(A)\right]^{c}$. By the definition and property of
complement set, we know

$$
\begin{aligned}
{\left[G_{1}^{(\gamma)}(A)\right]^{c} } & =\left\{\bigcup_{t=1}^{l}\left\{z \in C:\left|z-a_{j_{t} j_{t}}\right| \leq \gamma P_{j_{t}}(A)+(1-\gamma) S_{j_{t}}(A)-w_{j_{t}}^{(\gamma)}\right\}\right\}^{c} \\
& =\bigcap_{t=1}^{l}\left\{z \in C:\left|z-a_{j_{t} j_{t}}\right| \leq \gamma P_{j_{t}}(A)+(1-\gamma) S_{j_{t}}(A)-w_{j_{t}}^{(\gamma)}\right\}^{c} \\
& =\bigcap_{t=1}^{l}\left\{z \in C:\left|z-a_{j_{t} j_{t}}\right|>\gamma P_{j_{t}}(A)+(1-\gamma) S_{j_{t}}(A)-w_{j_{t}}^{(\gamma)}\right\},
\end{aligned}
$$

hence, for all $1 \leq t \leq l$,

$$
\left|\lambda-a_{j_{t} j_{t}}\right|>\gamma P_{j_{t}}(A)+(1-\gamma) S_{j_{t}}(A)-w_{j_{t}}^{(\gamma)}
$$

By direct calculation,

$$
\begin{aligned}
& \quad\left|\lambda-a_{j_{t} j_{t}}\right|>\gamma P_{j_{t}}(A)+(1-\gamma) S_{j_{t}}(A)-w_{j_{t}}^{(\gamma)} \\
& =\gamma P_{j_{t}}(A)+(1-\gamma) S_{j_{t}}(A)-\min _{1 \leq w \leq k} \frac{\left|a_{i_{w} i_{w}}\right|-\gamma P_{i_{w}}(A)-(1-\gamma) S_{i_{w}}(A)}{\left|a_{i_{w} i_{w}}\right|-\gamma \alpha_{i_{w}}(A)-(1-\gamma) \alpha_{i_{w}}^{\prime}(A)} \\
& \quad\left[\gamma \alpha_{j_{t}}(A)+(1-\gamma) \alpha_{j_{t}}^{\prime}(A)\right] \\
& \geq \gamma P_{j_{t}}(A)+(1-\gamma) S_{j_{t}}(A)-\frac{\left|a_{i_{w} i_{w}}\right|-\gamma P_{i_{w}}(A)-(1-\gamma) S_{i_{w}}(A)}{\left|a_{i_{w} i_{w}}\right|-\gamma \alpha_{i_{w}}(A)-(1-\gamma) \alpha_{i_{w}}^{\prime}(A)} \\
& \left.\quad\left[\gamma \alpha_{j_{t}}(A)+(1-\gamma) \alpha_{j_{t}}^{\prime} A\right)\right] \\
& =\gamma \alpha_{j_{t}}(A)+\gamma \beta_{j_{t}}(A)+(1-\gamma) \alpha_{j_{t}}^{\prime}(A)+(1-\gamma) \beta_{j_{t}}^{\prime}(A) \\
& \quad-\frac{\left|a_{i_{w} i_{w}}\right|-\gamma \alpha_{i_{w}}(A)-\gamma \beta_{i_{w}}(A)-(1-\gamma) \alpha_{i_{w}}^{\prime}(A)-(1-\gamma) \beta_{i_{w}}^{\prime}(A)}{\left|a_{i_{w i} i_{w}}\right|-\gamma \alpha_{i_{w}}(A)-(1-\gamma) \alpha_{i_{w}}^{\prime}(A)} \\
& \quad\left[\gamma \alpha_{j_{t}}(A)+(1-\gamma) \alpha_{j_{t}}^{\prime}(A)\right] \\
& =\gamma \beta_{j_{t}}(A)+(1-\gamma) \beta_{j_{t}}^{\prime}(A)+\frac{\gamma \beta_{i_{w}}(A)+(1-\gamma) \beta_{i_{w}}^{\prime}(A)}{\left|a_{i_{w} i_{w}}\right|-\gamma \alpha_{i_{w}}(A)-(1-\gamma) \alpha_{i_{w}}^{\prime}(A)} \\
& \quad\left[\gamma \alpha_{j_{t}}(A)+(1-\gamma) \alpha_{j_{t}}^{\prime}(A)\right] .
\end{aligned}
$$

Hence for all $1 \leq t \leq l$ and $1 \leq w \leq k$

$$
\frac{\left|\lambda-a_{j_{t} j_{t}}\right|-\gamma \beta_{j_{t}}(A)-(1-\gamma) \beta_{j_{t}}^{\prime}(A)}{\gamma \alpha_{j_{t}}(A)+(1-\gamma) \alpha_{j_{t}}^{\prime}(A)}>\frac{\gamma \beta_{i_{w}}(A)+(1-\gamma) \beta_{i_{w}}^{\prime}(A)}{\left|a_{i_{w} i_{w}}\right|-\gamma \alpha_{i_{w}}(A)-(1-\gamma) \alpha_{i_{w}}^{\prime}(A)}
$$

Because $A(\alpha)$ is strictly $\gamma$-diagonally dominant, by Theorem 2.4 we know $B(\lambda)$ is an $H$-matrix, where

$$
B(\lambda)=\left(\begin{array}{cc}
A(\alpha) & A\left(\alpha, \alpha^{c}\right) \\
A\left(\alpha^{c}, \alpha\right) & A\left(\alpha^{c}\right)-\lambda I
\end{array}\right) .
$$

Notice that $B(\lambda) / A(\alpha)=A\left(\alpha^{c}\right)-\lambda I-A\left(\alpha^{c}, \alpha\right)[A(\alpha)]^{-1} A\left(\alpha, \alpha^{c}\right)=A / \alpha-\lambda I$. By Lemma 3.2 and Lemma 2.1 we know $H$-matrices and diagonally dominant matrices are nonsingular, as $B(\lambda)$ is an $H$-matrix and $A(\alpha)$ is a strictly $\gamma$-diagonally dominant matrix, $B(\lambda)$ and $A(\alpha)$ are nonsingular, and by Lemma 3.1 we know that

$$
\operatorname{det}(A / \alpha-\lambda I)=\operatorname{det}[B(\lambda) / A(\alpha)]=\frac{\operatorname{det} B(\lambda)}{\operatorname{det} A(\alpha)} \neq 0
$$

which is in contradiction with the assumption that $\lambda$ is an eigenvalue of $A / \alpha$. Thus we have completed the proof.

Theorem 3.2. Let $A \in C^{n \times n}, \alpha=\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}=N_{1}$ and $\alpha^{c}=\left\{j_{1}, j_{2}, \ldots, j_{l}\right\}=$ $N_{2}$ with $N_{1} \cup N_{2}=N, N_{1} \cap N_{2}=\emptyset$. If there exists $\gamma \in(0,1]$ such that $\left|a_{i_{w} i_{w}}\right|>$ $\alpha_{i_{w}}(A)^{\gamma} S_{i_{w}}(A)^{1-\gamma}$ for all $1 \leq w \leq k$, then

$$
\begin{equation*}
\sigma(A / \alpha) \subseteq \bigcup_{t=1}^{l}\left\{z \in C:\left|z-a_{j_{t} j_{t}}\right|^{\frac{1}{\gamma}} \leq P_{j_{t}}(A) S_{j_{t}}(A)^{\frac{1-\gamma}{\gamma}}-r_{j_{t}}^{(\gamma)}\right\} \equiv G_{2}^{(\gamma)}(A) \tag{3.3}
\end{equation*}
$$

where

$$
r_{j_{t}}^{(\gamma)}=\min _{1 \leq w \leq k} \frac{\left|a_{i_{w} i_{w}}\right|^{\frac{1}{\gamma}}-P_{i_{w}}(A) S_{i_{w}}(A)^{\frac{1-\gamma}{\gamma}}}{\left|a_{i_{w} i_{w}}\right|^{\frac{1}{\gamma}}-\alpha_{i_{w}}(A) S_{i_{w}}(A)^{\frac{1-\gamma}{\gamma}}}\left[\alpha_{j_{t}}(A) S_{j_{t}}(A)^{\frac{1-\gamma}{\gamma}}\right] .
$$

Proof. In order to prove (3.3), we suppose that (3.3) is not valid, then there exists an eigenvalue $\lambda$ of $A / \alpha$ such that $\lambda \notin G_{2}^{(\gamma)}(A)$ and hence $\lambda \in\left\{G_{2}^{(\gamma)}(A)\right\}^{c}$, by the definition and property of complement set,

$$
\begin{aligned}
\left\{G_{2}^{(\gamma)}(A)\right\}^{c} & =\left\{\bigcup_{t=1}^{l}\left\{z \in C:\left|z-a_{j_{t} j_{t}}\right|^{\frac{1}{\gamma}} \leq P_{j_{t}}(A) S_{j_{t}}(A)^{\frac{1-\gamma}{\gamma}}-r_{j_{t}}^{(\gamma)}\right\}\right\}^{c} \\
& =\bigcap_{t=1}^{l}\left\{z \in C: \left\lvert\, z-a_{j_{t} j_{t}} \frac{1}{\gamma}^{\frac{1}{\gamma}} \leq P_{j_{t}}(A) S_{j_{t}}(A)^{\frac{1-\gamma}{\gamma}}-r_{j_{t}}^{(\gamma)}\right.\right\}^{c} \\
& =\bigcap_{t=1}^{l}\left\{z \in C: \left\lvert\, z-a_{\left.j_{t} j_{t}\right|^{\frac{1}{\gamma}}}^{\gamma}>P_{j_{t}}(A) S_{j_{t}}(A)^{\frac{1-\gamma}{\gamma}}-r_{j_{t}}^{(\gamma)}\right.\right\} .
\end{aligned}
$$

Therefore we obtain that for all $1 \leq t \leq l$

$$
\left|\lambda-a_{j_{t} j_{t}}\right|^{\frac{1}{\gamma}}>P_{j_{t}}(A) S_{j_{t}}(A)^{\frac{1-\gamma}{\gamma}}-r_{j_{t}}^{(\gamma)} .
$$

By direct calculation,

$$
\begin{aligned}
& \left|\lambda-a_{j_{t} j_{t}}\right|^{\frac{1}{\gamma}} \\
> & P_{j_{t}}(A) S_{j_{t}}(A)^{\frac{1-\gamma}{\gamma}}-r_{j_{t}}^{(\gamma)} \\
= & P_{j_{t}}(A) S_{j_{t}}(A)^{\frac{1-\gamma}{\gamma}}-\min _{1 \leq w \leq k} \frac{\left|a_{i_{w} i_{w}}\right|^{\frac{1}{\gamma}}-P_{i_{w}}(A) S_{i_{w}}(A)^{\frac{1-\gamma}{\gamma}}}{\left|a_{i_{w} i_{w}}\right|^{\frac{1}{\gamma}}-\alpha_{i_{w}}(A) S_{i_{w}}(A)^{\frac{1-\gamma}{\gamma}}}\left[\alpha_{j_{t}}(A) S_{j_{t}}(A)^{\frac{1-\gamma}{\gamma}}\right] \\
\geq & P_{j_{t}}(A) S_{j_{t}}(A)^{\frac{1-\gamma}{\gamma}}-\frac{\left|a_{i_{w} i_{w}}\right|^{\frac{1}{\gamma}}-P_{i_{w}}(A) S_{i_{w}}(A)^{\frac{1-\gamma}{\gamma}}}{\left\lvert\, a_{i_{w} i_{w}}^{\frac{1}{\gamma}}-\alpha_{i_{w}}(A) S_{i_{w}}(A)^{\frac{1-\gamma}{\gamma}}\right.}\left[\alpha_{j_{t}}(A) S_{j_{t}}(A)^{\frac{1-\gamma}{\gamma}}\right] \\
= & \alpha_{j_{t}}(A) S_{j_{t}}(A)^{\frac{1-\gamma}{\gamma}}+\beta_{j_{t}}(A) S_{j_{t}}(A)^{\frac{1-\gamma}{\gamma}} \\
& \quad-\frac{\left|a_{i_{w} i_{w}}\right|^{\frac{1}{\gamma}}-\alpha_{i_{w}}(A) S_{i_{w}}(A)^{\frac{1-\gamma}{\gamma}}-\beta_{i_{w}}(A) S_{i_{w}}(A)^{\frac{1-\gamma}{\gamma}}}{\left\lvert\, a_{i_{w} i_{w}}^{\frac{1}{\gamma}}-\alpha_{i_{w}}(A) S_{i_{w}}(A)^{\frac{1-\gamma}{\gamma}}\right.}\left[\alpha_{j_{t}}(A) S_{j_{t}}(A)^{\frac{1-\gamma}{\gamma}}\right] \\
& =\beta_{j_{t}}(A) S_{j_{t}}(A)^{\frac{1-\gamma}{\gamma}}+\frac{\beta_{i_{w}}(A) S_{i_{w}}(A)^{\frac{1-\gamma}{\gamma}}}{\left|a_{i_{w} i_{w}}\right|^{\frac{1}{\gamma}}-\alpha_{i_{w}}(A) S_{i_{w}}(A)^{\frac{1-\gamma}{\gamma}}}\left[\alpha_{j_{t}}(A) S_{j_{t}}(A)^{\frac{1-\gamma}{\gamma}}\right] .
\end{aligned}
$$

Hence for all $j_{t} \in \alpha^{c}$ and $i_{w} \in \alpha$

$$
\frac{\left|\lambda-a_{j_{t} j_{t}}\right|^{\frac{1}{\gamma}}-\beta_{j_{t}}(A) S_{j_{t}}(A)^{\frac{1-\gamma}{\gamma}}}{\alpha_{j_{t}}(A) S_{j_{t}}(A)^{\frac{11-\gamma}{\gamma}}}>\frac{\beta_{i_{w}}(A) S_{i_{w}}(A)^{\frac{1-\gamma}{\gamma}}}{\left|a_{i_{w} i_{w}}\right|^{\frac{1}{\gamma}}-\alpha_{i_{w}}(A) S_{i_{w}}(A)^{\frac{1-\gamma}{\gamma}}} .
$$

Since $\left|a_{i_{w} i_{w}}\right|>\alpha_{i_{w}}(A)^{\gamma} S_{i_{w}}(A)^{1-\gamma}$ for all $1 \leq w \leq k$, by Theorem 2.5, we know that matrix $B(\lambda)$ is an $H$-matrix, where

$$
B(\lambda)=\left(\begin{array}{cc}
A(\alpha) & A\left(\alpha, \alpha^{c}\right) \\
A\left(\alpha^{c}, \alpha\right) & A\left(\alpha^{c}\right)-\lambda I
\end{array}\right) .
$$

Observe that $B(\lambda) / A(\alpha)=A\left(\alpha^{c}\right)-\lambda I-A\left(\alpha^{c}, \alpha\right)[A(\alpha)]^{-1} A\left(\alpha, \alpha^{c}\right)=A / \alpha-\lambda I$ and $H$-matrices are nonsingular, therefore by Lemma 3.1, we know

$$
\operatorname{det}(A / \alpha-\lambda I)=\operatorname{det}(B(\lambda) / A(\alpha))=\frac{\operatorname{det}(B(\lambda))}{\operatorname{det}(A(\alpha))} \neq 0
$$

It implies $\lambda$ is not an eigenvalue of $A / \alpha$. Thus we have completed the proof.
Remark 3.1. If $\alpha \subseteq\left\{i \in N:\left|a_{i i}\right|>P_{j_{t}}(A)^{\gamma} S_{j_{t}}(A)^{1-\gamma}\right\}$, it easy to see for all $1 \leq w \leq k$,

$$
\left|a_{i_{w} i_{w}}\right|>P_{i_{w}}(A)^{\gamma} S_{i_{w}}(A)^{1-\gamma}
$$

and therefore

$$
\left|a_{i_{w} i_{w}}\right|^{\frac{1}{\gamma}}>P_{i_{w}}(A) S_{i_{w}}(A)^{\frac{1-\gamma}{\gamma}}
$$ and $r_{j_{t}}^{(\gamma)}>0$. By (3.3), we obtain

$$
\begin{aligned}
\sigma(A / \alpha) & \subseteq \bigcup_{t=1}^{l}\left\{z \in C: \left\lvert\, z-a_{j_{t} j_{t}} \frac{1}{\gamma} \leq P_{j_{t}}(A) S_{j_{t}}(A)^{\frac{1-\gamma}{\gamma}}-r_{j_{t}}^{(\gamma)}\right.\right\} \\
& \subseteq \bigcup_{t=1}^{l}\left\{z \in C: \left\lvert\, z-a_{j_{t} j_{t}} \frac{1}{\gamma} \leq P_{j_{t}}(A) S_{j_{t}}(A)^{\frac{1-\gamma}{\gamma}}\right.\right\} \\
& =\bigcup_{t=1}^{l}\left\{z \in C:\left|z-a_{j_{t} j_{t}}\right| \leq P_{j_{t}}(A)^{\gamma} S_{j_{t}}(A)^{1-\gamma}\right\} .
\end{aligned}
$$

Hence if $\alpha \subseteq\left\{i \in N:\left|a_{i i}\right|>P_{i}(A)^{\gamma} S_{i}(A)^{1-\gamma}\right\}$, the eigenvalues of the Schur complement are located in the Ostrowski discs of the original matrices.

Remark 3.2. Suppose $A \in C^{n \times n}, \alpha=\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}, \alpha^{c}=N-\alpha=\left\{j_{1}, j_{2}, \ldots, j_{l}\right\}$ and denote

$$
w_{j_{t}}=\min _{1 \leq v \leq k} \frac{\left|a_{i_{v} i_{v}}\right|-P_{i_{v}}(A)}{\left|a_{i_{v} i_{v}}\right|} \sum_{u=1}^{k}\left|a_{j_{t} i_{u}}\right| ; \quad w_{j_{t}}^{T}=\min _{1 \leq v \leq k} \frac{\left|a_{i_{v} i_{v}}\right|-S_{i_{v}}(A)}{\left|a_{i_{v} i_{v}}\right|} \sum_{u=1}^{k}\left|a_{i_{u} j_{t}}\right| .
$$

Under the conditions $\alpha \subseteq N_{r}(A) \cap N_{c}(A) \neq \emptyset$, J. Z. Liu and Z. J. Huang [2] obtained the following eigenvalue distributions for the Schur complement $A / \alpha$ :

$$
\begin{align*}
& \sigma(A / \alpha) \subseteq \bigcup_{t=1}^{l}\left\{z \in C:\left|z-a_{j_{t} j_{t}}\right| \leq \gamma P_{j_{t}}(A)+(1-\gamma) S_{j_{t}}-\gamma w_{j_{t}}-(1-\gamma) w_{j_{t}}^{T}\right\}  \tag{3.4}\\
& \sigma(A / \alpha) \subseteq \bigcup_{t=1}^{l}\left\{z \in C:\left|z-a_{j_{j_{j}}}\right| \leq\left(P_{j_{t}}(A)-w_{j_{t}}\right)^{\gamma}\left(S_{j_{t}}-w_{j_{t}}^{T}\right)^{1-\gamma}\right\} . \tag{3.5}
\end{align*}
$$

However, according to Theorem 3.1, we just need the condition $A(\alpha)$ is strictly $\gamma$ diagonally dominant, then we can obtain the eigenvalue distributions (3.2), and by Theorem 3.4, to get the eigenvalue distributions (3.3) we just need the condition $\left|a_{i_{w} i_{w}}\right|>\alpha_{i_{w}}(A)^{\gamma} S_{i_{w}}(A)^{1-\gamma}$ for all $1 \leq w \leq k$. Furthermore if $\alpha \subseteq N_{r}(A) \cap N_{c}(A)$, we can see that under certain conditions the eigenvalue distributions (3.2) is better than (3.5) for some matrices from the later numerical examples.

We obtain the following results if we choose $\gamma=1$ in Theorem 3.1.
Corollary 3.1. Let $A \in C^{n \times n}, \alpha=\left\{i_{1}, i_{2}, \ldots, i_{k}\right\} \subset N$ and $\alpha^{c}=\left\{j_{1}, j_{2}, \ldots, j_{l}\right\}$. If $A(\alpha)$ is strictly diagonally dominant, then

$$
\begin{equation*}
\sigma(A / \alpha) \subseteq \bigcup_{t=1}^{l}\left\{z \in C:\left|z-a_{j_{t} j_{t}}\right| \leq P_{j_{t}}(A)-w_{j_{t}}^{(1)}\right\}, \tag{3.6}
\end{equation*}
$$

where

$$
w_{j_{t}}^{(1)}=\min _{1 \leq w \leq k} \frac{\left|a_{i_{w} i_{w}}\right|-P_{i_{w}}(A)}{\left|a_{i_{w} i_{w}}\right|-\alpha_{i_{w}}(A)} \alpha_{j_{t}}(A) .
$$

Remark 3.3. Under the condition $\alpha \subseteq N_{r}(A)$, J. Z. Liu and Z. J. Huang [2] obtain the following eigenvalue distribution for the Schur complement:

$$
\begin{equation*}
\sigma(A / \alpha) \subseteq \bigcup_{t=1}^{l}\left\{z \in C:\left|z-a_{j_{t} j_{t}}\right| \leq P_{j_{t}}(A)-w_{j_{t}}\right\} . \tag{3.7}
\end{equation*}
$$

But in Corollary 3.1 we know we just need the condition $A(\alpha)$ is strictly diagonally dominant, then we can obtain (3.6), furthermore if $\alpha \subseteq N_{r}(A)$ it is easy to see

$$
w_{j_{t}}^{(1)}=\min _{1 \leq w \leq k} \frac{\left|a_{i_{w} i_{w}}\right|-P_{i_{w}}(A)}{\left|a_{i_{w} i_{w}}\right|-\alpha_{i_{w}}(A)} \alpha_{j_{t}}(A) \geq \min _{1 \leq w \leq k} \frac{\left|a_{i_{w} i_{w}}\right|-P_{i_{w}}(A)}{\left|a_{i_{w} i_{w}}\right|} \alpha_{j_{t}}(A)=w_{j t},
$$

hence our result is better than (3.7).

## 4. Numerical examples

In this section, we demonstrate the effectiveness of our results by the following examples.

Example 4.1. Let

$$
A=\left(\begin{array}{ccccc}
4 & 1 & 2 & 3 & 1 \\
1 & 4 & 3 & 1 & 1 \\
1 & 0 & 10 & 4 & 6 \\
1 & 1 & 8 & 15 & 4 \\
1 & 0 & 5 & 2 & 20
\end{array}\right), \quad \alpha=\{1,2\} .
$$

Then

$$
\begin{aligned}
& P_{1}(A)=7, \quad P_{2}(A)=6, \quad P_{3}(A)=11, \quad P_{4}(A)=14, \quad P_{5}(A)=8 ; \\
& S_{1}(A)=4, \quad S_{2}(A)=2, \quad S_{3}(A)=18, \quad S_{4}(A)=10, \quad S_{5}(A)=12 ; \\
& r_{3}^{\left(\frac{1}{2}\right)}=-18, \quad r_{4}^{\left(\frac{1}{2}\right)}=-20, \quad r_{5}^{\left(\frac{1}{2}\right)}=-12 .
\end{aligned}
$$

Obviously $\alpha \nsubseteq N_{r}(A)$. Hence we could not directly use the results in [2]- [3] to obtain the eigenvalue distribution for the Schur complement $A / \alpha$. However, since $\left|a_{11}\right|^{2}>\left|a_{12}\right| S_{1}(A)$ and $\left|a_{22}\right|^{2}>\left|a_{21}\right| S_{2}(A)$, by Theorem 3.2 the eigenvalue $\lambda$ satisfies

$$
\begin{align*}
\lambda & \in\{z:|z-10| \leq 14.70\} \cup\{z:|z-15| \leq 16.49\} \cup\{z:|z-20| \leq 10.39\} \\
& \equiv G_{2} . \tag{4.1}
\end{align*}
$$

Further, we use Figure 4.1 to illustrate (4.1).


Figure 1: The dotted line denotes the corresponding discs of (4.1).
Example 4.2. Let

$$
A=\left(\begin{array}{ccccc}
10 & 5 & 2 & 1 & 0 \\
5 & 10 & 0 & 1 & 2 \\
1 & 1 & 4 & 2 & 0 \\
2 & 0 & 0 & 6 & 2 \\
0 & 2 & 2 & 0 & 8
\end{array}\right), \quad \alpha=\{1,2\}
$$

Then

$$
\begin{aligned}
& P_{1}(A)=8, P_{2}(A)=8, P_{3}(A)=4, P_{4}(A)=4, P_{5}(A)=4 \\
& S_{1}(A)=8, S_{2}(A)=8, S_{3}(A)=4, S_{4}(A)=4, S_{5}(A)=4 \\
& w_{3}=w_{4}=w_{5}=w_{3}^{T}=w_{4}^{T}=w_{5}^{T}=0.4 \\
& w_{3}^{\left(\frac{1}{2}\right)}=w_{4}^{\left(\frac{1}{2}\right)}=w_{4}^{\left(\frac{1}{2}\right)}=0.8
\end{aligned}
$$

Since $\alpha \subseteq N_{r}(A) \cap N_{c}(A)$, if we take $\gamma=\frac{1}{2}$, by Theorem 4 of [2], we know the eigenvalue $\lambda$ of $A / \alpha$ satisfies

$$
\begin{equation*}
\lambda \in\{z:|z-4| \leq 3.6\} \cup\{z:|z-6| \leq 3.6\} \cup\{z:|z-8| \leq 3.6\} \equiv G_{2} \tag{4.2}
\end{equation*}
$$

On the other hand, by Theorem 3.1, we know the eigenvalue $\lambda$ of $A / \alpha$ satisfies

$$
\begin{equation*}
\lambda \in\{z:|z-4| \leq 3.2\} \cup\{z:|z-6| \leq 3.2\} \cup\{z:|z-8| \leq 3.2\} \equiv G_{3} \tag{4.3}
\end{equation*}
$$

Further, we use Figure 4.2 to illustrate (4.2) and (4.3).
It is clear that $G_{3} \subset G_{2}$, from both (4.2), (4.3) and Figure 4.2.


Figure 2: The dotted line and dashed line denote the corresponding discs of (4.2) and (4.3), respectively.
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