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Abstract. In its simplest form, convolution neural networks (CNNs) consist of a fully

connected two-layer network g composed with a sequence of convolution layers T . Al-

though g is known to have the universal approximation property, it is not known if

CNNs, which have the form g ◦ T inherit this property, especially when the kernel size

in T is small. In this paper, we show that under suitable conditions, CNNs do inherit the

universal approximation property and its sample complexity can be characterized. In ad-

dition, we discuss concretely how the nonlinearity of T can improve the approximation

power. Finally, we show that when the target function class has a certain compositional

form, convolutional networks are far more advantageous compared with fully connected

networks, in terms of the number of parameters needed to achieve the desired accuracy.
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1. Introduction

Over the past decade, convolutional neural networks (CNNs) have played important

roles in many applications, including facial recognition, autonomous driving, and disease

diagnosis. Such applications typically involve approximating some oracle f ∗, which can

be a classifier or regressor, by some f chosen from an appropriate model or hypothesis

space. In other words, learning involves minimizing the distance between f ∗ and f over

its hypothesis space.

Unlike plain fully connected neural networks, convolution neural networks are of the

form f = g ◦ T where g ∈ G is a fully connected classification/regression layer and T ∈ T
is a feature extractor typically composed of interfacing convolutions and nonlinear activa-

tions. From the approximation theory viewpoint, one important direction of investigation

is the universal approximation property (UAP), namely whether {g ◦ T : g ∈ G , T ∈ T }
can approximate arbitrary continuous functions on compact domains. The UAP is known

to hold in the case of one-hidden-layer, fully connected neural networks for a large class

of activation functions [1, 10, 18]. However, for the CNN architecture this is less obvious,

even if a fully-connected layer g is present. This is especially so if T consists of convo-

lutions of small filter sizes or the output dimension of T is small, which leads to a loss

of information. For example, for classification problems if T maps two samples belong to

two different classes into the same feature representation, then it is obvious that no matter

what the approximation power of g is, g ◦T cannot correctly classify them. Hence, the first

goal of this paper is to show that we can in fact construct CNNs which ensures that when

composed with g, forms a universal approximator for classification problems. The key is

showing that the convolution-based feature extractors can satisfy the so-called separable

condition [23], i.e.

|T (x i)− T (x j)| > c, ∀x i ∈ Ωi, x j ∈ Ω j, i 6= j (1.1)

for some positive constant c. Here, Ωi represents the set of samples belonging to the i-th

class. Recall that due to small filter sizes and possible dimensional reduction, the satisfac-

tion of this condition for convolution layers is not immediate and the first goal of this paper

is to construct convolution feature extractors that satisfy (1.1) under appropriate sparsity

assumptions on the input data, which then allows us to show that a class of practical CNN

architectures satisfy the universal approximation property.

Besides the convolutional structure, another important component in CNNs is the non-

linear activation function. Commonly used non-linear functions include sigmoid, tanh, and

(Leaky) ReLU. These activation functions introduce non-linearity into neural networks and

greatly expand their approximation capabilities. In the preceding UAP analysis of CNNs,

the effect of non-linearity was not explicitly studied. In fact, in the literature there generally

lacks concrete analysis of the advantage of non-linearity, besides general statements such

as having a bigger approximation space. In the second part of this paper, we concretely in-

vestigate the effect of nonlinear functions in terms of the approximation power by showing

that a composition function approximator with non-linear structure can locally improve its

approximation, which is not the case for its linear counterpart. More specifically, we estab-


