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Abstract

This paper presents sufficient conditions for optimality of the Linear Programming (LP) problem
$n the neighborhood of an optimal selution, and applies them to an interior point method for solving
the LP problem. We show ihat after a finite number of iterations, an exact solution to the L problem
is obtained by solving a linear system of equations under the asssumptions that the primal and dual
problems are both nondegenerate, and that the minimum value is bounded.If necessary, the dual solution
¢an also be found.

»

. § 1. Introduction

Ag is well-known, an optimal solution to the linear programming (LP)
problem is obtained at an extreme point of the feasible region under the assumptions
$hat the primal and dual problems are both nondegenerate, and that the minimum
value of the LP problem is bounded. Hence, as long as nonbasic variables can be
distinguished in the neighborhood of an optimal solution, an exach solution can be
found by solving a linear system of equations. Thig idea will be exploited by use of
an interior point method. |

This paper presents sufficient conditions for optimality of the LP problem and
applies them to an interior point method to obtain an exact solution. Firgt of all, a
gecond order estimate of the dual solutions snd Lagrange multipliers in the neigh-
borhood of an optimal solution are given for a standard form of the LP problem
ander ithe following assumptions: the primal and dual problems are both
nondegenerate, and the minimum value of the LP problem is bounded. Then a
vector of quasi—Lagrange multipliers (QLM) is introduc>d in order io set mp the
formula $0 estimate the value of Lagrange multipliers. The nonbasic variables will
be discarded based on the estimated value of the Lagrange multipliers, and an exact
solution of the LP problem will be achieved by solving a linear gystems of
equations. The dual solutions can also be obtained at the same time if necessary.

Section 2 shows how to set up the formula of the second—order estimate of the
dusl solution and Lagrange multiplier vector in the neighborhood of an optimal
golution. Section 3 describes the proposed interior point method for solving the LP
problem in terms of an affine transformation, and diseusses the method’s convergence.
Section 4 applies the results described in Sections 2 and 3 to the interior point
method, and shows that an exacl optimal solution is obtained in & finite number of
iterations.
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§ 2. Optimality Conditions

This section presents the sufficient conditions for optimality of the LP problem
in the neighborhood of an optimal solution. A second order estimation formula of
the dual solution and Lagrange multipliers is given under cerfain assumptions that
& siriotly interior feasible point in the neighborheod of an optimal solution.

First of all, we consider the following standard form of a linear program (LP):

Minimize z=c"z, (2.1)
Subject to Ax=5, (2.2)
=0, (2.3)

~where 4 i8 an m X n real matrix with rank m, m<n, b and ¢ are real vectors in B™
and R", respectively, and & is a real variable in B".

Suppose that the LP problem is feasible and nondegenerate. Assume that z is a

gtriotly interior feasible point satisfying (2. 2)—(2.8). Then, it can be expressed ag

E#m-p+5'“mu= t."f"‘!&, (2.4)
where a, is a bals'iﬁ feasible solution of the LP problem, and
- : mﬂ .
Ty = [ 0 ]: (2 . 5)
| U _
un[ B]=ﬂ5—-$u. | (2.6)
Un

Let N(x, 8) denote the Euclidean ball about z of radius 6, and D), Dy, D, D,
denote the nxXn, m Xm, m X m, and (n—m) X (n—m) diagonal matrices, containing
the components of z, a5, up, uy, respectively. Then

Di+Dy 0
D=[ . DJ' 2.7)

In order to desoribe the main resulis in thig seetion, we define veotors 5,
and v, by

0,,

y= (AD?AT) 14 D%, (2.8)
0p=De¢—DA"y, (2.9)
E- D-iﬂ’- (2 . 10)

The vector ¥ contains the quasi-Lagrange multipliers.

Theorem 2.1. Suppose that the LP problem is Jeasible and nondegenerate. Assume
that o” is 4is unique optimal solution, and Y 48 the corresponding dual optimal solution.
If © iz @ striotly interior feasible poing, such that 2 €N (3°, 8), then g 4s a second—order
estvmate of the dual solution y*, where 8 is a suffictently small positive scalar.

- Theorem 2.2. Supposs that the LP problem és feasible and nondegenerate. Assume
that =" 63 its unique optimal solution, and v* is the vector of Lagrange multipliers with
respect 1o . If x© és a strictly snterior Jeasible point, such that rC N (z*, 0), then the

vector v 48 a second order estimale of v°, where & és a sufficiently small positive scalar.
| To prove these theorems, we introduce several lemmas.

Lemma 2.3.  Suppose that the LP problem gs feasible and nondegenerate. Assume
$hat x ¢s a striotly interior feasible point satis fying (2.2)—(2.8). Then '



