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Abstract

In this paper we analyze the error behavior of general linear methods applied to some
classes of one-parameter multiply stiff singularly perturbed problems. We obtain the global
error estimate of algebraically and diagonally stable general linear methods. The main
result of this paper can be viewed as an extension of that obtained by Xiao [13] for the
case of Runge-Kutta methods.
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1. Introduction
Let (,) be the standard inner product on real Euclidean space and || - || the corresponding
norm. The matrix norm is subordinate to the vector norm || -||. Consider the following singular

perturbation problems(SPPs)

{ﬂf’() f(8),y(t), t<l0,T],
t

e/ () = gx(t),y(t), 0<e<1, (1.1)

with initial values (z(0),y(0)) € G admitting a smooth solution (z(t),y(t)) (i.e. all derivatives
of z(t) and y(t) up to a sufficiently high order are bounded independently of the stiffness of the
problem), where G is an appropriate region on R x RN, and the mappings f : G — RM and
g: G — RN are sufficiently smooth and satisfy the following conditions

(f(1,y) = fl@2,y), 21 — x2) < wllor — 2|, (12a)
(9(a,y1) = g(@,y2), 51 — y2) < —lly1 — v, (1.20)
1 f(z,y1) = flz,y2)ll < Lallys — vl (1.2¢)
lg(z1,y) — g(z2, Y)|l < Laflz1 — 2], (1.2d)

with moderately-sized constants w, Ly and L.
We note that the one-sized Lipschitz condition (1.2a) is weaker than the conventional Lips-
chitz condition

1f(z1,y) = f(z2, )| < Lllzy = 22, (1.3)

since (1.3) implies (1.2a) with w = L for moderately-sized L. If the problem (1.1) satisfies (1.3)
with moderately-sized L, then it is a singly stiff singular perturbation problem(SSPP) because
its stiffness is only caused by the small parameter €. For the problem (1.1) with L > 1, it is
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a multiply stiff singular perturbation problem(MSPP) whose stiffness is caused by the small
parameter € and some other factors.

Although stiff SPPs is considered as a special class of stiff initial value problems of ordinary
differential equations, B-theory (cf. [3, 6, 9]) can’t cover the former because of its very spe-
cial structure. Recently, some developments of quantitative convergence analysis for numerical
methods applied to SSPPs have been made (cf. [4, 5, 6, 11]). The main technique approach is
a transformation of the system (1.1) into a series of semi-explicit differential-algebraic equtions
by e—asymptotic expansions, in the meantime, the numerical solutions are also expanded anal-
ogously. In 1991, Lubich [10] obtained some quantitative convergence results of A(a)—stable
linear multistep methods for SSPPs by the other approach(i.e. direct approach). In 1999,
Xiao [13] discussed convergence of one-leg methods and Runge-Kutta methods for MSPPs by
direct approach. This paper is concerned with the error analysis of general linear methods for
MSPPs by direct approach. We obtain the global error estimate of algebraically stable and
diagonally stable general linear methods. Our main result (Theorem 3.3) can be considered as
an extension of that obtained by Xiao [13].

2. General linear methods for SPPs

A r—step and s—stage general linear method(cf.[3, 9]) applied to (1.1) reads

XMW =0 oy £ Yot =1, s, (2.1a)
j=1 j=1
Y(”)—hZC” (n) +(-:ZC’12 =1, s, (2.10)
M=n 3 CR XYY Y o2 =1, (2.1¢)
j=1 j=1
'™ _hZc21 (xi™y™) +eZcff gV, =1, (2.1d)
j=1
€0 =3 g™, W= Zﬂjy“’% (2.1e)
j=1

here h > 0 is the fixed stepsize, the coefficients Ci” and 3; are real constants, X( " 2™ and f,(f)

y Ly
are approximations to x(t, +u;h), Hl-(x) (tn+v;h) and z(t,+nh), respectively, Yi( ), gn) and f,(f")
are approximations to y(t,, +u;h), Hl-(y) (tn+v;h) and y(t,,+nh), respectively. Hi(x) (tn+v;h) and
H i(y) (tn + vih) denote a piece of information about the true solution z(t) and y(t) respectively,
ie.
H{™ () = agr(t) + hbia'(6), H (1) = aig(t) + Wbiy' (1), i =1,

a;, b, pi, vi and n are real constants. R

For any matrix H,let H = H ® I);, H = H ® Iy, where ® denotes the Kronecker product

of two matrices, I denotes an | x [ unit matrix. Let Cry; = [C /] and 8 = [B1,...,5], the
process (2.1) can be written in more compact form
XM = hC F(X™, Y ™) 4 Cppz(m=1) (2.2a)
CY(n) = héllG( (n) Y ) + 6012]/ n- 1) (22b)

2 — hCo F(X n)7 y(n ) + 02237(”71)7 (2.2¢)



