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Abstract: In this paper, empirical Bayes test for a parameter 6 of two-parameter
exponential distribution is investigated with replicated past data. Under some condi-
tions, the asymptotically optimal property is obtained. It is indicated that the rate of
convergence can be very close to O(N_%) in this case that a parameter y is known.
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1 Introduction

Empirical Bayes test has been applied in many distributions (see [1-5]). Recently, in more
experiments, past samples are independently observed with repetition. Then, via empiri-
cal Bayes approach, we test the parameter in two-parameter exponential distribution with
replicated past data.

Let X have conditional density of the form

1
f(z|9) :(9+ux)exp{—9m—§,uac2}, (1.1)
where p is a known positive constant, and 6 is an unknown parameter.
The hypothesis to be tested is

Hp: 6 <0 <60y against Hy: 60 <6y or 6 > 65, (1.2)
where 61 and 0, are given constants. Define 6y = 01 + 65 and 03 = 0 ; 91. Then the test
problem of (1.2) is equivalent to

Hj: |60 — 6] <05 against Hi : |0 — 6| > 5. (1.3)
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Let the loss function be
Li(e, d;) = (1 - z)a[(G — 90)2 - 9%]][‘9,90‘>93] + m[0§ (9 90) ] [6—00]<83]>
where i = 0,1, a > 0, d = {do, d1} is the decision space, dy and d; indicate acceptance and
rejection of HF.
Note that
2 = {z|z > 0}

o{0> o‘ /Q falo)dw =1}

is the parameter space. Suppose that the parameter § has a unknown prior distribution

is the sample space, and

G(0). We obtain the randomized decision function

o(x) = P(accepting Hj | X = x). (1.4)
Then, the Bayes risk function of d(x) is shown by
R(6(2).60) = [ / Lo(6, do F(@10)3(2) + Ly (6,d1) £ (216)(1 — 8()))dzd G (6)
= a/ B(x)é(x)dx + Cg, (1.5)

where

Ce = /@ Ly(0,dy)dG(0), B(x) = /9[(9 — 0)2 — 62 (2|0)dG(0). (1.6)

The marginal density of X is

- [ sinac)
1
= /@(9 + px) exp{ — bz — iqu}dG(H).
Let 1
va(z) = /@exp{ — Oz — §,ux2}dG(9).
Hence )
U(Gl)(x) = — /@(9 + ,ux)exp{ — Oz — guxQ}dG(H)
= — falz )
where ’US )( ) is the derivative of vg(z). Then
/ fG d:E = vg( ) (1.7)
By (1.6) and simple calculation, we have
Bla) = 16 () + L) 1§ (#) = wL(x)va(x) + W (@) fo (), (18)
where

L(z) = 2uz + 26,, W(x) = p2® + 2ubox + 3p + 03 — 63,

and f (1)( ), g)(x) are first and second order derivatives of fg(x), respectively.
By using (1.5), Bayes test function is obtained as follows

5(;@:{ L, Bz) <0 19)

0, otherwise.



