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Abstract. An implicit evaluation method of vector 2-norms is presented for function
evaluations arising from sphere constrained quadratic optimizations. The efficiency of
the method in terms of computational costs mainly comes from the well-known shifted
conjugate gradient method, and the robustness of the method comes from the fact that
it never suffers from cancellations when the coefficient matrix is symmetric positive
definite. Numerical experiments indicates that the method is promising for reducing
computational costs of Ye’s hybrid method for solving sphere constrained quadratic
optimizations.
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1 Introduction

RNXN

Given a symmetric positive definite matrix A € and a vector b€ RY, finding a root

of the function
f(o)=[(A+al)"b|la—1 (1.1)

over the set of all positive real numbers R™ is of prime importance in solving sphere
constrained quadratic optimizations (SQO hereafter)

minimize g(x)= %(x,Ax) —(b,x)

subject to x€S={x€RN:||x[2<1}.
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Here, the symbol (-,-) denotes the standard dot product, i.e., (x,y) = x"y. The SQO prob-
lems have a rich variety of applications such as trust region algorithms for nonlinear
programming (see [1] and references therein), regularization methods for ill-posed prob-
lems [8], and graph partitioning problems [6].

Of many root-finding algorithms, e.g. the bisection method, the false position method,
and Newton’s method, one of the most well-known root-finding algorithms for (1.1) is
Ye’s hybrid method [10] that is combining Newton’s method and a special binary search.
The most time consuming part of Ye’s hybrid method is evaluating the function (1.1) for
some given values, i.e.,

f(aﬁ):||(A+U[I)_1b|‘2—1, 62112//}71' (1.2)

For computing the 2-norms in (1.2), one may choose sparse direct solvers (see, e.g.,
[3]), since the sparse pattern of A+oyI does not change for all 0, € R* and thus one
symbolic factorization may be enough. This is very cost-efficient in this respect. The ap-
proach, however, requires m times numerical factorizations that will be highly expensive.
The Householder triangularization of A+0yI may be more useful when the matrices are
small, since the triangularizations can be done simultaneously, i.e., QT (A+0cy[)Q=T+0;I
for {=1,---,m, where T is a tridiagonal matrix, and the Cholesky factorizations of tridi-
agonal matrices T+oyI for =1,---,m can be done in O(mN). When matrices are large,
the memory requirement of O(N?) may be a bottleneck.

The 2-norms in (1.2) can be viewed as the solution 2-norms ||x(¥)||, of the following,
so-called, shifted linear systems:

(A+oDx\D=b, 0=12,---,m. (1.3)

Krylov subspace methods for solving shifted linear systems have received much atten-
tion since only one Krylov subspace K;,(A,b):=span{b, Ab,- -- ,A”_lb} is required because
of the shift-invariance property K, (A,b) =K, (A+0/I) (see, an excellent survey, [9]). Since
the coefficient matrices are symmetric positive definite, it is natural to use the shifted
Conjugate Gradient (shifted CG) method for solving (1.3) whose algorithm in a complete
form is described in [7]; the symmetric version of the shifted Bi-CG [5], and an accurate
variant of the shifted CG method was proposed for the case (ATA+0,I)x(") = ATh [4].
This motivates us to use the shifted CG method for efficiently evaluating the function
(1.1).

The purpose of the paper is to give an efficient evaluation method for computing the
solution 2-norms ||x(“)||, of (1.3) based on the shifted CG method. The paper is organized
as follows: In the next section, a brief explanation of the shifted CG method is given. In
Section 3, explicit and implicit evaluation methods for evaluating function values (1.2)
are described. The main contribution of the paper is the implicit evaluation method.
In Section 4, the explicit/implicit evaluation methods are modified so that they can be
applicable to Ye’s hybrid method. In Section 5, the results of some numerical experiments
are described. Finally some concluding remarks are made in Section 6.



