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Abstract

An efficient and accurate exponential wave integrator Fourier pseudospectral (EWI-FP)

method is proposed and analyzed for solving the symmetric regularized-long-wave (SRLW)

equation, which is used for modeling the weakly nonlinear ion acoustic and space-charge

waves. The numerical method here is based on a Gautschi-type exponential wave integrator

for temporal approximation and the Fourier pseudospectral method for spatial discretiza-

tion. The scheme is fully explicit and efficient due to the fast Fourier transform. Numerical

analysis of the proposed EWI-FP method is carried out and rigorous error estimates are

established without CFL-type condition by means of the mathematical induction. The

error bound shows that EWI-FP has second order accuracy in time and spectral accuracy

in space. Numerical results are reported to confirm the theoretical studies and indicate

that the error bound here is optimal.
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1. Introduction

The symmetric regularized long wave (SRLW) equation reads,

ut + ρx − uxxt +
1

2
(u2)x = 0, (1.1a)

ρt + ux = 0, x ∈ R, t > 0, (1.1b)

u(x, 0) = u0(x), ρ(x, 0) = ρ0(x), x ∈ R, (1.1c)

where u(x, t), ρ(x, t) are two real-valued functions, and u0, v0 are the given initial data. The

equation is widely used for modeling the weakly nonlinear ion acoustic and space-charge waves

[14, 23, 25, 26], and was first derived by C. E. Seyler and D. L. Fenstermacher in 1984 in [26]

when they were working on a weakly nonlinear analysis of the cold-electron plasma equations

appropriate for a strongly magnetized nonrelativistic electron beam such that the fluid motion is

constrained to one direction. By eliminating ρ from (1.1), the SRLW equation has an equivalent

single equation form as

utt − uxx − uxxtt +
1

2

(
u2
)
xt

= 0, x ∈ R, t > 0,
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which clearly shows that the SRLW equation is a wave type equation and due to this form,

(1.1) is usually referred in the literatures as an equation rather than a system. The SRLW

equation is symmetric in spatial and temporal derivatives, and is formally very similar to the

regularized long wave equation that describes shallow water waves and plasma drift waves [3,4].

In some special physics situations, a dissipative version of SRLW is also proposed and studied

in literature such as [28] and the references therein based on the SRLW equation (1.1).

Theoretically, the SRLW equation has gained many attentions. The local and global well-

posedness of the SRLW has been studied by B. Guo in [19] and L. Chen in [13], and has been

well-established by C. B. Brango in 2012 in [11]. The theoretical results therein indicate that

the solutions of the SRLW equation decay very fast to zero at the far field, i.e.

lim
x→∞

u(x, t) = lim
x→∞

ρ(x, t) = 0,

at a fixed t > 0. The SRLW equation (1.1) has various conservation laws [13, 26], such as the

energy

E(u, ρ) :=

∫
∞

−∞

(
u2(x, t) + u2

x(x, t) + ρ2(x, t)
)
dx ≡ E(u0, ρ0), (1.2)

and the two time invariants

I(u) =

∫
∞

−∞

u(x, t)dx ≡ I(u0), I(ρ) =

∫
∞

−∞

ρ(x, t)dx ≡ I(ρ0). (1.3)

The energy (1.2) indicates that the two components u and ρ in the SRLW equation stay in

different energy spaces. The SRLW equation (1.1) has also been remarkably pointed out to

admit the solitary wave solutions (or solitons) [13, 26] as

uS(x, t; v, x0) =
3(v2 − 1)

v
sech2

(√
v2 − 1

4v2
(x− vt+ x0)

)
, (1.4a)

ρS(x, t; v, x0) =
3(v2 − 1)

v2
sech2

(√
v2 − 1

4v2
(x− vt+ x0)

)
, x ∈ R, t ≥ 0, (1.4b)

where |v| > 1 is the velocity of the solitons and x0 ∈ R is a shift in space. The importance

of solitons in both theoretical studies of nonlinear wave equations and applications in many

physical areas is already well demonstrated in [1,2,15]. L. Chen established the stability theory

of these solitary waves (1.4) for SRLW equation in [13]. Integrability of the SRLW equation has

been investigated in [26], where SRLW equation has been proved to be a nonintegrable system.

Since the nonintegrable systems do not have the inverse scattering theory which is known as

the superposition for nonlinear equations [29], so the interactions of the solitary waves are

inelastic [12] and the dynamics of the SRLW equation are rather complicated analytical issues.

Thus numerical methods and simulations are very much needed for the studies of the SRLW

system.

For the numerical aspects, many finite difference (FD) time domain methods have been

proposed and analyzed in literature. T. Wang etc. considered some conservative FD schemes

that conserve the energy and the invariants in a discrete level in [31, 32]. However, these

conservative schemes are fully implicit and at each step a full nonlinear problem has to be solved

very accurately which is quite time-consuming. To improve the efficiency, some semi-implicit FD

methods are also proposed in [31] that make the scheme at each time level a linear tri-diagonal
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system to solve. Besides the FD methods, high accuracy methods for spatial discretization

have also been considered in the literatures. For instance, [19,35] apply some spectral methods

in spatial discretization but with only first order Euler FD method in temporal discretization.

In all, the existing numerical methods either call for some time-consuming nonlinear/linear

solvers, or have low accuracy order in space or time approximatio n. Recently, the exponential

wave integrators which have been well-developed originally for oscillatory ODEs from molecular

dynamics and are known to have many superior properties than the FD integrators as illustrated

in [10, 20–22], coupled with trigonometric spectral methods [27] have become very popular

for solving dispersive type and wave type partial differential equations such as the nonlinear

Schrödinger equations and the nonlinear Klein-Gordon equation. These methods are known

for offering high spatial accuracy, efficient explicit schemes without any CFL-type constraints

[17,18,34] and high resolution capacity in some limit physical regimes [7,8]. The error estimates

of these methods are usually done by energy method which is standard. However to rigorously

establish the optimal error bound without a CFL-type condition, is not a mathematically easy

task especially for coupled system [9, 18]. Correct energy spaces need to be used for different

components in the equations.

This work is devoted to design an exponential wave integrator Fourier pseudospectral (EWI-

FP) method which possesses all the good properties as mentioned above for solving the SRLW

equation (1.1). We shall firstly adopt the Fourier spectral method for the spatial discretization

and then apply a Gautschi-type [20] EWI that has been considered in [7, 10] to integrate the

SRWL equation in the Fourier frequency space. The scheme is fully explicit, easy to implement

and efficient due to fast discrete Fourier transform. Rigorously finite time error estimates of the

proposed EWI-FP method in the energy space are established, where the results show that the

EWI-FP method has second order accuracy in time, spectral accuracy in space if the solution is

smooth and no CFL-type conditions for the convergence. Thus, the EWI-FP method can take

large time steps and mesh sizes in practical computations. Numerical experiments are carried

out for confirm the theoretical results.

The rest of the paper is organised as follows. In Section 2, we propose the exponential

integrator pseudospectral method. In Section 3, we establish the main error estimate results.

Numerical results are reported in Section 4 to confirm the theoretical studies. Some concluding

remarks are given in Section 5. Throughout this paper, we adopt the notation A . B to

represent that there exists a generic constant C > 0, which is independent of the time step τ

(or n) and mesh size h, such that |A| ≤ CB.

2. Numerical Method

Due to the fast decay of the solutions of SRLW at the far field, for numerical aspects, we

truncate the whole space problem onto a finite interval Ω = (a, b) with periodic boundary

conditions and consider a general nonlinearity f(·) ∈ C1(R), i.e.

ut + ρx − uxxt + (f(u))x = 0, (2.1a)

ρt + ux = 0, a < x < b, t > 0, (2.1b)

u(x, 0) = u0(x), ρ(x, 0) = ρ0(x), a ≤ x ≤ b, (2.1c)

u(a, t) = u(b, t), ux(a, t) = ux(b, t), ρ(a, t) = ρ(b, t), t ≥ 0. (2.1d)

With f(u) = 1
2u

2, we get back the traditional SRLW equation (1.1). Noticing the periodic

boundary conditions, here we first apply the Fourier spectral method for the spatial discretiza-
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tions, and then design some exponential wave integrators to integrate the equations in the

frequency space.

Choose mesh size h = ∆x = (b− a)/N with N a positive even integer, denote grid points as

xj := a+ jh, j = 0, 1, . . . , N,

and define

XN := span

{
φl(x) = eiµl(x−a) : x ∈ Ω, µl =

2πl

b− a
, l = −N

2
, . . . ,

N

2
− 1

}
,

YN :=
{
v = (v0, v1, . . . , vN ) ∈ R

N+1 : v0 = vN
}
.

For a general periodic function v(x) on Ω = [a, b] and a vector v ∈ YN , let PN : L2(Ω) → XN

be the standard L2- projection operator onto XN , IN : C(Ω) → XN and IN : YN → XN be the

trigonometric interpolation operator [27], i.e.

(PNv)(x) =

N/2−1∑

l=−N/2

v̂le
iµl(x−a), (INv)(x) =

N/2−1∑

l=−N/2

ṽle
iµl(x−a), a ≤ x ≤ b, (2.2)

with

v̂l =
1

b− a

∫ b

a

v(x)e−iµl(x−a)dx, ṽl =
1

N

N−1∑

j=0

vje
−iµl(xj−a), (2.3)

where vj is interpreted as v(xj). It is clear that PN and IN are identical operators over XN .

The Fourier spectral method [27] for spatial discretizations of equations (2.1) becomes: find

uN(x, t), ρN (x, t) ∈ XN , such that

(uN )t + (ρN )x − (uN)xxt + PN (f(uN))x = 0,

(ρN )t + (uN )x = 0, a < x < b, t > 0.

Due to the orthogonality of the basis functions in XN , we obtain

d

dt
ûl(t) + iµlρ̂l(t) + µ2

l

d

dt
ûl(t) + iµl

̂(f(uN))l(t) = 0,

d

dt
ρ̂l(t) + iµlûl(t) = 0, l = −N

2
, . . . ,

N

2
− 1, t > 0.

Let τ = ∆t > 0 be the time step size, and denote time grids by tn = nτ for n = 0, 1, . . .. Then

for some t = tn + s, we have

d

ds
ûl(tn + s) +

iµl

1 + µ2
l

ρ̂l(tn + s) +
iµl

1 + µ2
l

f̂n
l (s) = 0, (2.4a)

d

ds
ρ̂l(tn + s) + iµlûl(tn + s) = 0, l = −N

2
, . . . ,

N

2
− 1, s > 0, (2.4b)

where we define fn(x, s) := f(uN(x, tn + s)). The exponential wave integrators [7,10,20,21] to

solve the ODEs (2.4) begin with the variation-of-constant formula,

ûl(tn + s) = cos(βls)ûl(tn)−
iβl

µl
sin(βls)ρ̂l(tn)−

iµl

1 + µ2
l

∫ s

0

cos(βl(s− θ))f̂n
l (θ) dθ, (2.5a)

ρ̂l(tn + s) = − iµl

βl
sin(βls)ûl(tn) + cos(βls)ρ̂l(tn)− βl

∫ s

0

sin(βl(s− θ))f̂n
l (θ) dθ, (2.5b)
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where we denote

βl =
|µl|√
1 + µ2

l

, l = −N

2
, . . . ,

N

2
− 1, and

β0

µ0
:= 0,

µ0

β0
:= 0. (2.6)

In order to obtain an explicit scheme, we approximate the integrals in (2.5a) by a Gautschi-type

quadrature [7, 10, 20] as

∫ s

0

cos(βl(s− θ))f̂n
l (θ) dθ ≈

∫ s

0

cos(βl(s− θ))

[
f̂n
l (0) + θ

d

ds
f̂n
l (0)

]
dθ,

and then the rest parts can be integrated exactly. Applying similar quadratures to (2.5b) and

then let s = τ in above, we get for l = −N
2 , . . . ,

N
2 − 1,

ûl(tn+1) ≈ cos(βlτ)ûl(tn)−
iβl

µl
sin(βlτ)ρ̂l(tn)

− iµl

1 + µ2
l

[
al(τ)f̂

n
l (0) + bl(τ)

d

ds
f̂n
l (0)

]
, (2.7a)

ρ̂l(tn+1) ≈ − iµl

βl
sin(βlτ)ûl(tn) + cos(βlτ)ρ̂l(tn)

− βl

[
cl(τ)f̂

n
l (0) + dl(τ)

d

ds
f̂n
l (0)

]
, (2.7b)

where (the detailed formulas are given in appendix A)

al(τ) =

∫ τ

0

cos(βl(τ − θ)) dθ, bl(τ) =

∫ τ

0

cos(βl(τ − θ)) · θ dθ,

cl(τ) =

∫ τ

0

sin(βl(τ − θ)) dθ, dl(τ) =

∫ τ

0

sin(βl(τ − θ)) · θ dθ.
(2.8)

Note that

d

ds
f̂n
l (s) = (̂∂sfn)l(s) and ∂sf

n(x, s) := f ′(uN (x, tn + s)) · ∂suN (x, tn + s),

so to complete the scheme, we need to find ∂suN (x, tn) and it is directly given by (2.4a) with

s = 0, i.e.

̂(∂suN )l(tn) =
d

ds
ûl(tn) = − iµl

1 + µ2
l

[
ρ̂l(tn) + f̂n

l (0)
]
, l = −N

2
, . . . ,

N

2
− 1, n = 0, 1, . . . . (2.9)

Thus, a detailed exponential wave integrator Fourier spectral (EWI-FS) method reads as

follows. Let un
N (x), u̇n

N (x) and ρnN (x) be the approximations to u(x, tn), ∂tu(x, tn) and ρ(x, tn),

respectively. Choose u0
N(x) = u0(x), ρ

0
N(x) = ρ0(x), then for n = 0, 1, . . .,

un+1
N (x) =

N/2−1∑

l=−N/2

ûn+1
l eiµl(x−a), ρn+1

N (x) =

N/2−1∑

l=−N/2

ρ̂n+1
l eiµl(x−a), (2.10)

where

ûn+1
l = cos(βlτ)û

n
l − iβl

µl
sin(βlτ)ρ̂

n
l − iµl

1 + µ2
l

[
al(τ)F̂

n
l + bl(τ)Ĝ

n
l

]
, (2.11a)

ρ̂n+1
l = − iµl

βl
sin(βlτ)û

n
l + cos(βlτ)ρ̂

n
l − βl

[
cl(τ)F̂

n
l + dl(τ)Ĝ

n
l

]
, (2.11b)
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with

Fn(x) = f(un
N(x)), Gn(x) = f ′(un

N(x)) · u̇n
N(x), (2.12a)

u̇n
N (x) =

N/2−1∑

l=−N/2

(̂u̇)
n

l e
iµl(x−a), (̂u̇)

n

l = − iµl

1 + µ2
l

[
ρ̂nl + F̂n

l

]
. (2.12b)

In practice, the above procedure is not suitable due to the difficulty of computing the Fourier

coefficients (2.11) via the integration formula given in (2.3). By approximating the integrals

in (2.3) and (2.11) by a quadrature rule on the grids {xj : j = 0, . . . , N}, we present an

efficient implementation by using the interpolation stated in (2.3) rather than the projection

(integration). Then an exponential wave integrator Fourier pseudospectral (EWI-FP) method

reads as follows. Denote un
j , u̇

n
j and ρnj be the approximations to u(xj , tn), ∂tu(xj , tn) and

ρ(xj , tn), respectively. Choose u0
j = u0(xj), ρ

0
j = ρ0(xj) for j = 0, 1, . . . , N , then for n =

0, 1, . . .,

un+1
j =

N/2−1∑

l=−N/2

ũn+1
l eiµl(xj−a), ρn+1

j =

N/2−1∑

l=−N/2

ρ̃n+1
l eiµl(xj−a), (2.13)

where

ũn+1
l = cos(βlτ)ũ

n
l − iβl

µl
sin(βlτ)ρ̃

n
l − iµl

1 + µ2
l

[
al(τ)F̃

n
l + bl(τ)G̃

n
l

]
, (2.14a)

ρ̃n+1
l = − iµl

βl
sin(βlτ)ũ

n
l + cos(βlτ)ρ̃

n
l − βl

[
cl(τ)F̃

n
l + dl(τ)G̃

n
l

]
, (2.14b)

with

Fn
j = f(un

j ), Gn
j = f ′(un

j ) · u̇n
j , (2.15a)

u̇n
j =

N/2−1∑

l=−N/2

(̃u̇)
n

l e
iµl(xj−a), (̃u̇)

n

l = − iµl

1 + µ2
l

[
ρ̃nl + F̃n

l

]
. (2.15b)

The above EWI-FS (2.10)-(2.12) and EWI-FP (2.13)-(2.15) methods are fully explicit. The

EWI-FP method (2.13)-(2.15) is easy to implement and very efficient due to the fast Fourier

transform. The memory cost is O(N) and the computational cost per time step is O(N logN).

Besides, the EWI-FP method conserves the two time invariants (1.3) in a discrete level, stated

as the following proposition.

Proposition 2.1. Let un
j , ρnj (j = 0, 1, . . . , N, n = 0, 1, . . .) be the numerical approximations

obtained by the EWI-FP method (2.13)-(2.15), then we have the following two conservation laws

in the discrete level:

Inu := h
N−1∑

j=0

un
j ≡ I0u, Inρ := h

N−1∑

j=0

ρnj ≡ I0ρ , n = 0, 1, . . . . (2.16)

Proof. Noticing the fact
N−1∑

j=0

eiµl(xj−a) =

{
0, l 6= 0,

N, l = 0,
(2.17)
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thus from (2.13), we have

In+1
u = h

N−1∑

j=0

un+1
j = h · ũn+1

0 , In+1
ρ = h

N−1∑

j=0

ρn+1
j = h · ρ̃n+1

0 , n = 0, 1, . . . .

Then with l = 0 in (2.14) and noting (2.6), we have

ũn+1
0 = ũn

0 , ρ̃n+1
0 = ρ̃n0 ,

which immediately imply that In+1
u = Inu , I

n+1
ρ = Inρ , and the proof is completed. �

Remark 2.1. Here we use Fourier spectral method in the case of periodic boundary conditions.

We remark that corresponding sine/cosine spectral methods can be established in a similar way

for homogenous Dirichlet/Neumann boundary conditions.

3. Convergence Analysis

In this section, we shall state and prove the main convergence theorem of the proposed EWI-

FP method in the energy space H1 × L2. The spectral method (2.10)-(2.12) is in fact a semi-

discretization of (2.1), while the pseudospectral method (2.13)-(2.15) is a full discretization. For

simplicity, here we analyze the full discretization EWI-FP method (2.13)-(2.15). The analysis

for the semi-discretization case can be done in the same spirit.

3.1. Main results on the error bound in energy space

To state the main results, we introduce the periodic Sobolev space over interval Ω = (a, b)

as

Hm
p (Ω) =

{
φ(x) ∈ Hm(Ω) :

dk

dxk
φ(a) =

dk

dxk
φ(b), k = 0, 1, . . . ,m− 1

}
⊂ Hm(Ω),

for some integer m ≥ 1. In order to obtain the optimal error estimate results, we consider the

sufficiently smooth initial data for the SRLW equation (2.1), and motivated from the analytical

results for the SRLW equation in [11, 19], we make the following assumptions: let 0 < T ≤ T ∗

with T ∗ the maximum existence time of the solution u(x, t) and ρ(x, t) to problem (2.1); assume

that for some integers m0, k ≥ 1,

u ∈ C
(
[0, T ];Hm0+1

p ∩ L∞
)
∩ C1

(
[0, T ];Hm0

p ∩W 1,4
)
∩ C2

(
[0, T ];L2

)
,

ρ ∈ C
(
[0, T ];Hm0

p

)
∩ C1

(
[0, T ];L2

)
, f ∈ Ck+1(R).

(A)

Under assumption (A), we let

m := min{k, m0}, K1 := ‖u‖L∞([0,T ];L∞(Ω)∩H1(Ω)), K2 := ‖ρ‖L∞([0,T ];L2(Ω)).

Denote the trigonometric interpolations of numerical solutions as un
I (x) := IN (un)(x), ρnI (x) :=

IN (ρn)(x), and define the ‘error’ functions as

enu(x) := u(x, tn)− un
I (x), enρ (x) := ρ(x, tn)− ρnI (x), x ∈ Ω, n ≥ 0,

then we have the following main error estimate result:
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Theorem 3.1. Let un and ρn be the numerical approximations obtained from the EWI-FP

method (2.13)-(2.15). Under the assumption (A), there exist two constants τ0, h0 > 0, indepen-

dent of τ (or n) and h, such that for any 0 < τ < τ0, 0 < h < h0,

‖enu‖H1 + ‖enρ‖L2 . τ2 + hm, n = 0, 1, . . . ,
T

τ
, (3.1a)

‖un
I ‖H1 ≤ K1 + 1, ‖ρnI ‖L2 ≤ K2 + 1, ‖un‖l∞ ≤ K1 + 1. (3.1b)

3.2. Proof of the main theorem

Let u, ρ be the exact solutions of the SRLW equation (2.1). Denote the L2-projected

solutions as

uN(x, t) := PN (u(x, t)) =

N/2−1∑

l=−N/2

ûl(t)e
iµl(x−a),

ρN (x, t) := PN (ρ(x, t)) =

N/2−1∑

l=−N/2

ρ̂l(t)e
iµl(x−a),

x ∈ Ω, t ≥ 0,

and the projected error functions as

enu,N(x) := PN (enu(x)) =

N/2−1∑

l=−N/2

(̂eu)
n

l e
iµl(x−a),

enρ,N (x) := PN (enρ (x)) =

N/2−1∑

l=−N/2

(̂eρ)
n

l e
iµl(x−a),

n = 0, 1, . . . ,
T

τ
. (3.2)

Then we should have

(̂eu)
n

l = ûl(tn)− ũn
l , (̂eρ)

n

l = ρ̂l(tn)− ρ̃nl , n = 0, 1, . . . ,
T

τ
. (3.3)

Based on (2.7), define the local truncation errors for n = 0, 1, . . . , T
τ − 1 as

ξnu (x) :=

N/2−1∑

l=−N/2

(̂ξu)
n

l e
iµl(x−a), ξnρ (x) :=

N/2−1∑

l=−N/2

(̂ξρ)
n

l e
iµl(x−a), x ∈ Ω, (3.4)

where

(̂ξu)
n

l = ûl(tn+1)− cos(βlτ)ûl(tn) +
iβl

µl
sin(βlτ)ρ̂l(tn) +

iµl

1 + µ2
l

[
al(τ)(̂f(u))l(tn)

+ bl(τ)
d

ds
(̂f(u))l(tn)

]
, (3.5a)

(̂ξρ)
n

l = ρ̂l(tn+1) +
iµl

βl
sin(βlτ)ûl(tn)− cos(βlτ)ρ̂l(tn) + βl

[
cl(τ)(̂f(u))l(tn)

+ dl(τ)
d

ds
(̂f(u))l(tn)

]
. (3.5b)
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Subtracting the local truncation errors (3.5) from the scheme (2.14), we are led to the error

equations for n = 0, 1, . . . , T
τ − 1 and l = −N

2 , . . . ,
N
2 − 1,

(̂eu)
n+1

l = cos(βlτ)(̂eu)
n

l − iβl

µl
sin(βlτ)(̂eρ)

n

l + (̂ξu)
n

l − (̂ηu)
n

l , (3.6a)

(̂eρ)
n+1

l = − iµl

βl
sin(βlτ)(̂eu)

n

l + cos(βlτ)(̂eρ)
n

l + (̂ξρ)
n

l − (̂ηρ)
n

l , (3.6b)

where

(̂ηu)
n

l =
iµl

1 + µ2
l

[
al(τ)

(
(̂f(u))l(tn)− F̃n

l

)
+ bl(τ)

(
d

ds
(̂f(u))l(tn)− G̃n

l

)]
, (3.7a)

(̂ηρ)
n

l = βl

[
cl(τ)

(
(̂f(u))l(tn)− F̃n

l

)
+ dl(τ)

(
d

ds
(̂f(u))l(tn)− G̃n

l

)]
, (3.7b)

with the nonlinear error functions defined as

ηnu(x) :=

N/2−1∑

l=−N/2

(̂ηu)
n

l e
iµl(x−a), ηnρ (x) :=

N/2−1∑

l=−N/2

(̂ηρ)
n

l e
iµl(x−a), x ∈ Ω.

Define the error energy as

E(P,Q) := ‖P‖2H1 + ‖Q‖2L2, (3.8)

for two arbitrary functions P (x) and Q(x) on Ω.

In order to proceed to the proof of Theorem 3.1, we give the following lemmas. First of all,

we have estimates for the local truncation errors, stated in the following lemma.

Lemma 3.1. Based on assumption (A), we have estimates for the local truncation errors as

‖ξnu‖H1 + ‖ξnρ ‖L2 . τ3, n = 0, 1, . . . ,
T

τ
− 1. (3.9)

Proof. Applying the L2-projection on both sides of (2.1), due to the orthogonality of basis

functions and the variation-of-constant formula, the Fourier coefficients ûl(tn) and ρ̂l(tn) should

satisfy

ûl(tn+1) = cos(βlτ)ûl(tn)−
iβl

µl
sin(βlτ)ρ̂l(tn)

− iµl

1 + µ2
l

∫ τ

0

cos(βl(τ − θ))(̂f(u))l(tn + θ) dθ, (3.10a)

ρ̂l(tn+1) = − iµl

βl
sin(βlτ)ûl(tn) + cos(βlτ)ρ̂l(tn)

− βl

∫ τ

0

sin(βl(τ − θ))(̂f(u))l(tn + θ) dθ. (3.10b)

Subtracting (3.5) from (3.10), we get

(̂ξu)
n

l =
iµl

1 + µ2
l

[
al(τ)(̂f(u))l(tn) + bl(τ)

d

ds
(̂f(u))l(tn)

]

− iµl

1 + µ2
l

[∫ τ

0

cos(βl(τ − θ))(̂f(u))l(tn + θ) dθ

]
,

(̂ξρ)
n

l = βl

[
cl(τ)(̂f(u))l(tn) + dl(τ)

d

ds
(̂f(u))l(tn)

]

− βl

[∫ τ

0

sin(βl(τ − θ))(̂f(u))l(tn + θ) dθ

]
.
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Noting (2.8) and by the Taylor’s expansion, we get

(̂ξu)
n

l = − iµl

1 + µ2
l

∫ τ

0

cos(βl(τ − θ)) · θ
2

2
· d2

ds2
(̂f(u))l(θ

n) dθ,

(̂ξρ)
n

l = −βl

∫ τ

0

sin(βl(τ − θ)) · θ
2

2
· d2

ds2
(̂f(u))l(θ

n) dθ,

where θn ∈ [tn, tn+1]. Then we have

∣∣∣(̂ξu)
n

l

∣∣∣ ≤ τ2|µl|
2(1 + µ2

l )

∫ τ

0

∣∣∣∣
d2

ds2
(̂f(u))l(θ

n)

∣∣∣∣ dθ,
∣∣∣(̂ξρ)

n

l

∣∣∣ ≤ τ2βl

2

∫ τ

0

∣∣∣∣
d2

ds2
(̂f(u))l(θ

n)

∣∣∣∣ dθ.

Taking square on both sides of the above two inequalities, then by Hölder’s inequality, we get

∣∣∣(̂ξu)
n

l

∣∣∣
2

.
τ5µ2

l

(1 + µ2
l )

2

∫ τ

0

∣∣∣∣
d2

ds2
(̂f(u))l(θ

n)

∣∣∣∣
2

dθ, (3.11a)

∣∣∣(̂ξρ)
n

l

∣∣∣
2

. τ5β2
l

∫ τ

0

∣∣∣∣
d2

ds2
(̂f(u))l(θ

n)

∣∣∣∣
2

dθ. (3.11b)

Multiplying (3.11a) on both sides by (1+ µ2
l ), then summing up for l = −N

2 , . . . ,
N
2 − 1 and by

Parserval’s identity, we get

‖ξnu‖2H1 . τ5
∫ τ

0

∥∥∂2
sf(u(·, θn))

∥∥2
L2

dθ.

Under assumption (A),

∫ τ

0

∥∥∂2
sf(u(·, θn))

∥∥2
L2

dθ

=

∫ τ

0

∥∥∥f ′(u(·, θn)) · ∂2
su(·, θn) + f ′′(u(·, θn)) · (∂su(·, θn))2

∥∥∥
2

L2

dθ . τ,

so we get

‖ξnu‖2H1 . τ6. (3.12)

Summing (3.11b) up for l = −N
2 , . . . ,

N
2 − 1 and noting (2.6), we can get

‖ξnρ ‖2L2 . τ5
∫ τ

0

∥∥∂2
sf(uN)(·, θn)

∥∥2
L2

dθ . τ6. (3.13)

Combing (3.12) and (3.13), we get assertion (3.9). �

For the nonlinear error terms, we have estimates stated as the following lemma.

Lemma 3.2. Based on assumption (A), and assume (3.1b) holds for some 0 ≤ n ≤ T
τ − 1

(which will be given by induction later), then we have

‖ηnu‖H1 + ‖ηnρ ‖L2 . τ
(
‖enu,N‖H1 + ‖enρ,N‖L2

)
+ τ · hm. (3.14)
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Proof. From (3.7), we have

∣∣∣(̂ηu)
n

l

∣∣∣ ≤ |µl|
1 + µ2

l

[
|al(τ)| ·

∣∣∣(̂f(u))l(tn)− F̃n
l

∣∣∣+ |bl(τ)| ·
∣∣∣∣
d

ds
(̂f(u))l(tn)− G̃n

l

∣∣∣∣
]
,

∣∣∣(̂ηρ)
n

l

∣∣∣ ≤ βl

[
|cl(τ)| ·

∣∣∣(̂f(u))l(tn)− F̃n
l

∣∣∣+ |dl(τ)| ·
∣∣∣∣
d

ds
(̂f(u))l(tn)− G̃n

l

∣∣∣∣
]
,

Noticing from (2.8) that

|al(τ)|, |bl(τ)|, |cl(τ)|, |dl(τ)| . τ, l = −N

2
, . . . ,

N

2
− 1,

then similarly as before, we can get

‖ηnu‖2H1 . τ2
[
‖PNf(u(·, tn))− INFn‖2L2 + ‖PN∂tf(u(·, tn))− INGn‖2L2

]
, (3.15a)

∥∥ηnρ
∥∥2
L2

. τ2
[
‖PNf(u(·, tn))− INFn‖2L2 + ‖PN∂tf(u(·, tn))− INGn‖2L2

]
. (3.15b)

By the standard interpolation error bound [27] together with assumption (A) and Parserval’s

identity, we find

‖PNf(u(·, tn))− INFn‖L2

≤‖INf(u(·, tn))− INFn‖L2 + ‖PNf(u(·, tn))− INf(u)(·, tn)‖L2

. ‖f(u(·, tn))− f(un)‖l2 + hm. (3.16)

Meanwhile, we also have

‖PN∂tf(u(·, tn))− INGn‖L2 . ‖f ′(u(·, tn)) · ∂tu(·, tn)− f ′(un) · u̇n‖l2 + hm. (3.17)

With the induction assumption (3.1b), we have

‖f(u(·, tn))− f(un)‖l2 =

∥∥∥∥
∫ 1

0

f ′ (ωu(·, tn) + (1− ω)un) dω · (u(·, tn)− un)

∥∥∥∥
l2

. ‖u(·, tn)− un‖l2 . ‖enu‖L2 ,

which together with (3.16) lead to

‖PNf(u(·, tn))− INFn‖L2 . ‖enu‖L2 + hm, (3.18)

and we have

‖f ′(u(·, tn)) · ∂tu(·, tn)− f ′(un) · u̇n‖l2
. ‖(f ′(u(·, tn))− f ′(un)) · ∂tu(·, tn)‖l2 + ‖f ′(un) · (∂tu(·, tn)− u̇n)‖l2
. ‖f ′(u(·, tn))− f ′(un)‖l2 + ‖∂tu(·, tn)− u̇n‖l2
.‖enu‖L2 + ‖∂tu(·, tn)− u̇n‖l2 . (3.19)

For the last part in (3.19), by Parserval’s identity and the interpolation error, we have

‖∂tu(·, tn)− u̇n‖2l2 . ‖IN∂tu(·, tn)− IN u̇n‖2L2

. ‖PN∂tu(·, tn)− IN u̇n‖2L2 + h2m =

N
2
−1∑

l=−
N
2

∣∣∣∣
d

ds
ûl(tn)− (̃u̇)

n

l

∣∣∣∣
2

+ h2m.

(3.20)
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Noting from (2.1a), we have

d

ds
ûl(tn) = − iµl

1 + µ2
l

[
ρ̂l(tn) + (̂f(u))l(tn)

]
, l = −N

2
, . . . ,

N

2
− 1. (3.21)

Then subtracting (3.21) from (2.15b), we get

∣∣∣∣
d

ds
ûl(tn)− (̃u̇)

n

l

∣∣∣∣ . |ρ̂l(tn)− ρ̃nl |+
∣∣∣(̂f(u))l(tn)− F̃n

l

∣∣∣ , l = −N

2
, . . . ,

N

2
− 1. (3.22)

Plugging (3.22) back to (3.20), we get

‖∂tu(·, tn)− u̇n‖2l2 . h2m +

N
2
−1∑

l=−
N
2

|ρ̂l(tn)− ρ̃nl |2 +
∣∣∣(̂f(u))l(tn)− F̃n

l

∣∣∣
2

. ‖enρ,N‖2L2 + ‖PNf(u(·, tn))− INFn‖2L2 + h2m

. ‖enρ,N‖2L2 + ‖enu‖2L2 + h2m. (3.23)

Then plugging (3.23) back to (3.19), we get

‖f ′(u(·, tn)) · ∂tu(·, tn)− f ′(un) · u̇n‖l2 . ‖enρ,N‖L2 + ‖enu‖L2 + hm,

which together with (3.17) lead to

‖PN∂tf(u)(·, tn)− INGn‖L2 . ‖enρ,N‖L2 + ‖enu‖L2 + hm. (3.24)

In addition, by the projection error estimate, we have

‖enu‖L2 ≤ ‖u(·, tn)− PNu(·, tn)‖L2 + ‖enu,N‖ . ‖enu,N‖+ hm,

thus (3.18) and (3.24) become

‖PNf(u(·, tn))− INFn‖L2 . ‖enu,N‖L2 + hm, (3.25a)

‖PN∂tf(u)(·, tn)− INGn‖L2 . ‖enρ,N‖L2 + ‖enu,N‖L2 + hm. (3.25b)

Finally, plugging (3.25) back to (3.15), we get assertion (3.14). �

With the error energy functional notation (3.8), it is ready to show the following fact.

Lemma 3.3. For n = 0, 1, . . . , Tτ − 1, we have

E(en+1
u,N , en+1

ρ,N )− E(enu,N , enρ,N) . τE(enu,N , enρ,N ) +
1

τ

[
E(ξnu , ξnρ ) + E(ηnu , ηnρ )

]
. (3.26)

Proof. From (3.6), we have

∣∣∣∣(̂eu)
n+1

l

∣∣∣∣ ≤
∣∣∣∣cos(βlτ)(̂eu)

n

l − iβl

µl
sin(βlτ)(̂eρ)

n

l

∣∣∣∣+
∣∣∣(̂ξu)

n

l − (̂ηu)
n

l

∣∣∣ ,
∣∣∣∣(̂eρ)

n+1

l

∣∣∣∣ ≤
∣∣∣∣−

iµl

βl
sin(βlτ)(̂eu)

n

l + cos(βlτ)(̂eρ)
n

l

∣∣∣∣+
∣∣∣(̂ξρ)

n

l − (̂ηρ)
n

l

∣∣∣ .
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Taking square on both sides of the above two inequalities, and then by the Cauchy’s inequality,

we get

∣∣∣∣(̂eu)
n+1

l

∣∣∣∣
2

≤(1 + τ)

∣∣∣∣cos(βlτ)(̂eu)
n

l − iβl

µl
sin(βlτ)(̂eρ)

n

l

∣∣∣∣
2

+

(
1 +

1

τ

) ∣∣∣(̂ξu)
n

l − (̂ηu)
n

l

∣∣∣
2

, (3.27a)

∣∣∣∣(̂eρ)
n+1

l

∣∣∣∣
2

≤(1 + τ)

∣∣∣∣−
iµl

βl
sin(βlτ)(̂eu)

n

l + cos(βlτ)(̂eρ)
n

l

∣∣∣∣
2

+

(
1 +

1

τ

) ∣∣∣(̂ξρ)
n

l − (̂ηρ)
n

l

∣∣∣
2

. (3.27b)

Multiplying (3.27a) by (1 + µ2
l ) on both sides and then adding to (3.27b), noting the fact

(
1 + µ2

l

) ∣∣∣∣cos(βlτ)(̂eu)
n

l − iβl

µl
sin(βlτ)(̂eρ)

n

l

∣∣∣∣
2

+

∣∣∣∣−
iµl

βl
sin(βlτ)(̂eu)

n

l + cos(βlτ)(̂eρ)
n

l

∣∣∣∣
2

=
(
1 + µ2

l

) ∣∣∣(̂eu)
n

l

∣∣∣
2

+
∣∣∣(̂eρ)

n

l

∣∣∣
2

, l = −N

2
, . . . ,

N

2
− 1,

we get

(
1 + µ2

l

) ∣∣∣∣(̂eu)
n+1

l

∣∣∣∣
2

+

∣∣∣∣(̂eρ)
n+1

l

∣∣∣∣
2

≤ (1 + τ)

[(
1 + µ2

l

) ∣∣∣(̂eu)
n

l

∣∣∣
2

+
∣∣∣(̂eρ)

n

l

∣∣∣
2
]

+

(
1 +

1

τ

)[(
1 + µ2

l

) ∣∣∣(̂ξu)
n

l − (̂ηu)
n

l

∣∣∣
2

+
∣∣∣(̂ξρ)

n

l − (̂ηρ)
n

l

∣∣∣
2
]
.

(3.28)

Summing the inequality (3.28) up for l = −N
2 , . . . ,

N
2 −1, then from (3.8) by Parseval’s identity

and Cauchy’s inequality, we get

E(en+1
u,N , en+1

ρ,N )− E(enu,N , enρ,N) ≤ τE(enu,N , enρ,N ) +

(
1 +

1

τ

)
E(ξnu − ηnu , ξ

n
ρ − ηnρ )

. τE(enu,N , enρ,N ) +
1

τ

[
E(ξnu , ξnρ ) + E(ηnu , ηnρ )

]
. �

Now, combining the Lemma 3.1-3.3, we give the proof of Theorem 3.1 with the help of

mathematical induction argument [8, 16], or the equivalent cut-off technique [5, 30] for the

boundedness of numerical solutions.

Proof of Theorem 3.1. For n = 0, from the scheme and assumption (A), we have

‖e0u‖H1 + ‖e0ρ‖L2 = ‖u0 − INu0‖H1 + ‖ρ0 − INρ0‖L2 . hm.

Then by triangle inequality,

‖u0
I‖H1 ≤ ‖u0‖H1 + ‖e0u‖H1 ≤ K1 + 1, ‖ρ0I‖L2 ≤ ‖ρ0‖L2 + ‖e0ρ‖L2 ≤ K2 + 1,

for 0 < h ≤ h1, where h1 > 0 is a constant independent of h and τ , and obviously ‖u0‖l∞ ≤
K1 + 1. Thus, (3.1) is true for n = 0.
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Assume (3.1) is valid for n ≤ M ≤ T/∆t− 1. Now we need to show the results still hold for

n = M + 1. First of all, by triangle inequality and projection error estimate with assumption

(A),

‖eM+1
u ‖H1 + ‖eM+1

ρ ‖L2

≤‖eM+1
u,N ‖H1 + ‖eM+1

ρ,N ‖L2 + ‖u(·, tM+1)− uN (·, tM+1)‖H1

+ ‖ρ(·, tM+1)− ρN (·, tM+1)‖L2

.‖eM+1
u,N ‖H1 + ‖eM+1

ρ,N ‖L2 + hm. (3.29)

Since (3.1b) is assumed to be true under induction for all n ≤ N , so we can plug the estimates

(3.9) from Lemma 3.1 and (3.14) from Lemma 3.2 into (3.26) and get

E(en+1
u,N , en+1

ρ,N )− E(enu,N , enρ,N ) . τE(enu,N , enρ,N) + τ5 + τ · h2m. (3.30)

Summing (3.30) up for n = 0, 1, . . . ,M , and then by the discrete Gronwall’s inequality, we get

E(eM+1
u,N , eM+1

ρ,N ) . τ4 + h2m.

Thus, we have ‖eM+1
u,N ‖H1 + ‖eM+1

ρ,N ‖L2 ≤ τ2 + hm, which together with (3.29) show that (3.1b)

is valid for n = M + 1. Then by triangle inequality,

‖uM+1
I ‖H1 ≤ ‖u(·, tM+1)‖H1 + ‖eM+1

u ‖H1 ≤ K1 + 1,

‖ρM+1
I ‖L2 ≤ ‖ρ(·, tM+1)‖L2 + ‖eM+1

ρ ‖L2 ≤ K2 + 1,
0 < τ ≤ τ1, 0 < h ≤ h2,

for some constants τ1, h2 > 0 independent of τ and h. Noting the Sobolev’s inequality

‖eM+1
u ‖L∞ . ‖eM+1

u ‖H1 ,

we also have

‖uM+1‖l∞ ≤ ‖uM+1
I ‖L∞ ≤ ‖u(·, tM+1)‖L∞ + ‖eM+1

u ‖L∞ ≤ K1 + 1,

for 0 < τ ≤ τ2, 0 < h ≤ h3, where τ2, h3 > 0 are two constants independent of τ and h.

Therefore, the proof is completed by choosing τ0 = min{τ1, τ2} and h0 = min{h1, h2, h3}. �

Remark 3.1. For smooth solution of the SRLW equation, we have the spectral accuracy in

the space approximation from the error bound (3.1a). However for solution with less regularity,

e.g. m = 1 or m = 2, the spatial convergence rate will drop down to 1st or 2nd order in h,

which is similar to the classical finite difference discretization.

Remark 3.2. The two constants τ0 and h0 given in Theorem 3.1 essentially depend on the

norms of the solutions, the nonlinearity and the physical time T , but they are totally inde-

pendent of the time step τ and mesh size h. Thus, the error bounds are satisfied under no

CFL-type conditions.

Remark 3.3. By the convergence theorem, we claim that no CFL-type condition is not needed

for the proposed EWI-FP method. Note that the usual CFL condition refers to the constraint

on time step and mesh size to guarantee the absolute stability or strong stability of numerical

methods [24], which can only be obtained by the linear or von Neumann stability analysis.

Here the CFL-type constraint we are referring to is the condition required by the finite time

error estimate to provide the finite time convergence of numerical methods, i.e. the practical

stability condition [24]. We do not claim the proposed EWI-FP is absolutely stable without

any conditions theoretically, though numerically it appears to be as shall be seen in the next

section.
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4. Numerical Results

In this section, we shall test the proposed EWI-FP method (2.13)-(2.15) and report the

numerical results to confirm the theoretical results.

We test the numerical method with two different nonlinearities: one is the classical quadratic

function, the other is a general nonlinearity. For the computations, we truncate the problem

onto the finite domain Ω = [−25, 25], i.e. b = −a = 25 in (2.1), which is large enough such

that the periodic boundary conditions (2.1d) do not introduce significant aliasing errors relative

to the whole space problem during the computing. To qualify the error, we use the standard

H1-norm for variable u and L2-norm for variable ρ, i.e. exactly the same as the error forms

given in Theorem 3.1.

4.1. Classical nonlinearity

Take the nonlinearity in the SRLW equation (2.1) as

f(u) =
1

2
u2,

i.e. the standard SRLW (1.1). We test the accuracy of the numerical method by using two

different kinds of initial data: one is the soliton inputs (1.4), the other is some general inputs.

Soliton inputs

Taking initial conditions in (2.1c) as the soliton (1.4) at t = 0, i.e.

u0(x) = uS(x, t = 0; v, x0) =
3(v2 − 1)

v
sech2

(√
v2 − 1

4v2
x+ x0

)
,

ρ0(x) = ρS(x, t = 0; v, x0) =
3(v2 − 1)

v2
sech2

(√
v2 − 1

4v2
x+ x0

)
, x ∈ Ω,

and choosing v = 2 and x0 = 5, we solve the SRLW equation (2.1) numerically by the EWI-

FP (2.13)-(2.15) till t = 10. We test the spatial and temporal discretization errors separately.

Firstly, for the discretization error in space, we take a very small time step τ = 10−5 such that

the error from the discretization in time is negligible compared to the spatial discretization error.

The errors are presented at t = 5 and tabulated in Table 4.1. Secondly, for the discretization

error in time, we take a fine mesh size h = 1/8 such that the error from the discretization in

space is negligible compared to the temporal discretization error. The errors are presented at

t = 5 as well and tabulated in Table 4.2. To study the stability issue of the EWI-FP, Table

4.3 shows the error ‖enu‖H1 + ‖enρ‖L2 at some time t under several large time steps τ and very

small mesh size h. The profile of the solitons d uring the computation till t = 15 are plotted in

Fig. 4.1. We remark that when the soliton hits the boundary in the computation, due to the

periodic boundary conditions, it will enter the domain immediately from the other side of the

boundary and move on.

We then take the sum of two well-separated solitons as initial data

u0(x) = uS(x, 0; v1, x1) + uS(x, 0; v2, x2),

ρ0(x) = ρS(x, 0; v1, x1) + ρS(x, 0; v2, x2), x ∈ Ω,
(4.1)

and study the dynamics of the solitons in the SRLW equation with x1 = −x2 = 8, v1 = −v2 = 2

for head-on collisions and x1 = 8, x2 = 19, v1 = 2, v2 = 4.5 for catch-up collisions of the solitons.
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Table 4.1: Spatial error analysis of EWI-FP for different h at time t = 5 under τ = 10−5 with soliton

inputs and classical nonlinearity.

EWI-FP h0 = 2 h0/2 h0/4 h0/8 h0/16

‖enu‖H1 6.82E-02 8.70E-04 3.60E-08 5.45E-10 2.54E-10∥∥enρ
∥∥
L2

4.91E-01 9.00E-03 2.55E-07 1.42E-09 1.01E-09

Table 4.2: Temporal error analysis of EWI-FP for different τ at time t = 5 under h = 1/8 with soliton

inputs and classical nonlinearity.

EWI-FP τ0 = 0.2 τ0/2 τ0/4 τ0/8 τ0/16

‖enu‖H1 5.61E-02 1.30E-02 3.10E-03 7.72E-04 1.92E-04∥∥enρ
∥∥
L2

6.81E-02 1.62E-02 4.00E-03 9.83E-04 2.44E-04

Table 4.3: Stability study of EWI-FP: ‖enu‖H1 + ‖enρ‖L2 at t = 5 and t = 10 under some large τ and

very small h for the classical nonlinearity and soliton solution case.

h = 1/29 τ0 = 0.2 τ0/2 τ0/4

t = 5 7.20E-02 1.67E-02 4.00E-03

t = 10 1.48E-01 3.18E-02 1.39E-02

h = 1/210 τ0 = 0.2 τ0/2 τ0/4

t = 5 6.96E-02 1.61E-02 3.90E-03

t = 10 1.44E-01 3.31E-02 1.81E-02
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Fig. 4.1. Profile of the solitons during computing with τ = 0.01 and h = 1/8: the left one is for u(x, t)

and the right one is for ρ(x, t).

General inputs

To guarantee different frequencies are presented in the solution, we now choose some general

initial conditions in (2.1c) as

u0(x) =
3 sin(x)

e0.5x2 + e−0.5x2
, ρ0(x) =

2e−x2

√
π

, x ∈ Ω. (4.2)

The spatial error and temporal error are shown in Table 4.4 and Table 4.5, respectively. In

this case, the ‘exact’ solution is obtained numerically by EWI-FP with very fine mesh size and
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Fig. 4.2. Head-on and catch-up collisions of the solitons (4.1).

Table 4.4: Spatial error analysis of EWI-FP for different h at time t = 5 under τ = 10−5 with general

inputs and classical nonlinearity.

EWI-FP h0 = 1 h0/2 h0/4 h0/8 h0/16

‖enu‖H1 7.80E-03 3.02E-04 1.52E-07 3.77E-14 1.35E-15∥∥enρ
∥∥
L2

5.53E-01 2.01E-02 4.49E-06 9.15E-13 8.28E-15

Table 4.5: Temporal error analysis of EWI-FP for different τ at time t = 5 under h = 1/8 with general

inputs and classical nonlinearity.

EWI-FP τ0 = 0.2 τ0/2 τ0/4 τ0/8 τ0/16

‖enu‖H1 4.87E-04 1.19E-04 2.94E-05 7.32E-06 1.82E-06∥∥enρ
∥∥
L2

1.80E-03 4.46E-04 1.11E-04 2.79E-05 6.96E-06

small time step, e.g. h = 1/16 and τ = 10−5.

4.2. General nonlinearity

Now to convince our scheme works for the general nonlinearity case, we take in the SRLW

equation (2.1)

f(u) = 5 sin(u),
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Table 4.6: Spatial error analysis of EWI-FP for different h at time t = 5 under τ = 10−5 with general

nonlinearity.

EWI-FP h0 = 1 h0/2 h0/4 h0/8 h0/16

‖enu‖H1 5.43E-02 2.00E-03 1.11E-05 1.00E-10 1.23E-015∥∥enρ
∥∥
L2

4.60E-01 2.64E-02 3.69E-05 1.03E-10 8.27E-015

Table 4.7: Temporal error analysis of EWI-FP for different τ at time t = 5 under h = 1/8 with general

nonlinearity.

EWI-FP τ0 = 0.2 τ0/2 τ0/4 τ0/8 τ0/16

‖enu‖H1 8.71E-02 2.33E-02 6.10E-03 1.60E-03 3.96E-04∥∥enρ
∥∥
L2

7.68E-02 2.01E-02 5.20E-03 1.30E-03 3.35E-04

Table 4.8: Stability study of EWI-FP: ‖enu‖H1 + ‖enρ‖L2 at t = 5 and t = 10 under some large τ and

small h for the general nonlinearity and initial data case.

h = 1/29 τ0 = 0.2 τ0/2 τ0/4

t = 5 1.28E-01 4.06E-02 1.06E-02

t = 10 3.01E-01 8.08E-02 2.14E-02

h = 1/210 τ0 = 0.2 τ0/2 τ0/4

t = 5 1.53E-01 4.06E-02 1.06E-03

t = 10 3.01E-01 8.08E-02 2.14E-02

and choose the initial data same as (4.2). The corresponding numerical results are shown in

Tables 4.6-4.7 for spatial and temporal discretization error. Table 4.8 studies the stability of

the EWI-FP method similarly as before in this case. The dynamics of the solution are shown

in Fig. 4.3
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Fig. 4.3. Dynamics of the solution of the SRLW equation in the general nonlinear case.

From Tables 4.1-4.8, Figs. 4.1-4.3 and additional results not shown here brevity, we can

draw the following observations:

1. The EWI-FP method (2.13)-(2.15) is of spectral accuracy in space (cf. Tables 4.1 & 4.4 &
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4.6), and is of second-order accuracy in time (cf. Tables 4.2 & 4.5 & 4.7), which confirms

the theoretical error estimates (3.1a) and indicates the results there are optimal.

2. The EWI-FP method is very stable and allows to use large time step and mesh size which

are free from any CFL-type conditions (cf. Tables 4.3 & 4.8).

3. Furthermore, the method is very efficient and low in memory cost for computing thanks

to the fast Fourier transform.

4. The EWI-FP method could simulate the dynamics of the SRLW equation accurately (cf.

Figs. 4.1-4.3). The soliton is very stable. Extra waves will generate after the collision

of two solitons (cf. Fig. 4.2) which indicates that the interaction between solitons is not

elastic and the SRLW equation is not integrable.

5. Conclusion

In this work, a very efficient and accurate exponential wave integrator Fourier pseudospectral

(EWI-FP) method was proposed and analyzed for solving the symmetric regularized-long-wave

(SRLW) equation, which is used for modeling the weakly nonlinear ion acoustic and space-

charge waves. The numerical method here is by applying the Fourier pseudospectral method

for spatial discretization at first, and then using a Gautschi-type exponential wave integrator

to integrate the differential equations in frequency space. The scheme is fully explicit and very

efficient due to the fast Fourier transform. Numerical analysis of the proposed EWI-FP method

was carried out and rigorous error estimate results were established without CFL-type condition

by means of the mathematical induction (or cut-off technique). The error bound shows that the

EWI-FP method has second order accuracy in time and spectral accuracy in space. Extensive

numerical experiments were done and reported to confirm the theoretical results and show that

the error bound here is optimal.

A. Detailed Formulas of the Integration Coefficients (2.8)

Here we give the detailed formulas of the integration coefficients (2.8) used in the EWI-FS

(2.11) and EWI-FP (2.14). For l = −N
2 , . . . ,

N
2 − 1,

al(τ) =





sin(βlτ)

βl
, l 6= 0,

τ, l = 0,

bl(τ) =





1− cos(βlτ)

β2
l

, l 6= 0,

τ2

2
, l = 0,

(A.1)

cl(τ) =





1− cos(βlτ)

βl
, l 6= 0,

0, l = 0,

dl(τ) =





βlτ − sin(βlτ)

β2
l

, l 6= 0,

0, l = 0.

(A.2)
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