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Abstract. In this article, we give an introduction to the basic theory of dislocations
and some dislocation models at different length scales. Dislocations are line defects in
crystals. The continuum theory of dislocations works well at the length scale of several
lattice constants away from the dislocations. In the region surrounding the dislocations
(core region), the crystal lattice is heavily distorted, and atomistic models are used to
describe the atomic arrangement and related properties. The Peierls-Nabarro models of
dislocations incorporate the atomic features into the continuum theory, therefore pro-
vide an alternative way to understand the dislocation core properties. The numerical
simulation of the collective motion and interactions of dislocations, known as disloca-
tion dynamics, is becoming a more and more important tool for the investigation of the
plastic behaviors of materials. Several simulation methods for dislocation dynamics are
also reviewed in this article.
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1 Introduction

Dislocations are line defects in crystals. The dislocation theory had its origins in the
early years of the last century [1–4], and has been an active research area ever since
[5–7]. The dislocation theory is essential for the understanding of the plastic deformation
(permanent deformation) properties of crystals. In this article, we shall briefly review the
basic dislocation theory and some dislocation models at different length scales.

We first review the basic properties of dislocations. Fig. 1(a) shows the geometry of
one type of dislocations: edge dislocations, in a simple cubic lattice, where the atomic
arrangement is uniform in the direction perpendicular to the paper. An edge dislocation
can be imagined as being formed by inserting an extra half plane of atoms into a perfect
crystal, see Fig. 1(b). The boundary of the extra half plane, where the lattice is heavily
distorted, is the edge dislocation. An edge dislocation can also be imagined as being
formed by making a cut in a perfect crystal, and shifting the atoms on one side of the cut
relative to those on the other side by one lattice spacing, in a direction in the cut plane
and perpendicular to the cut boundary line, see Fig. 1(c). The boundary line of the cut is
the edge dislocation. Note that the cut in the latter process is perpendicular to the extra
half plane of atoms in the former one. Both processes give the same atomic arrangement
for an edge dislocation. Fig. 2 shows the geometry of another type of dislocations: screw
dislocations, in a simple cubic lattice. A screw dislocation can be imagined as being formed
by shifting the atoms on one side of a half plane relative to the atoms on the other side
by one lattice constant, in a direction parallel to the boundary of the half plane. The
boundary of the half plane is the screw dislocation.

The motion of dislocations leads to plastic deformation in crystals. When single crys-
tals are stressed, they undergo plastic deformation when the stress is high enough. How-
ever, the critical stress in a real material is several orders of magnitude lower than the
theoretical stress to shear a perfect crystal [8]. Taylor [2], Orowan [3] and Polanyi [4] first
pointed out that dislocations are responsible for this low critical stress. A simple demon-
stration is given in Fig. 3. In Fig. 3, a single crystal containing an edge dislocation is
shown. The edge dislocation is perpendicular to the paper and the atomic arrangement is
uniform in this direction. Away from the edge dislocation, the atomic arrangement is close
to that in a perfect crystal; while near the dislocation, the lattice is heavily distorted. Un-
der an applied shear stress, near the dislocation, the bond between atoms A and C forms
and the bond between atoms B and C breaks, see Fig. 3(a) and (b). In this way, the edge
dislocation moves a distance of one lattice spacing. This process repeats under the applied
stress. When the dislocation moves to the crystal boundary, a step is produced there and
the crystal undergoes a plastic (permanent) deformation, see Fig. 3(c). The shear stress
required in this process is much lower than that to shift a perfect crystal.

Burgers vector [9] is used to characterize a dislocation. First, the direction of the
dislocation needs to be defined, which is the direction of the unit tangent vector of the
dislocation. Consider a closed loop enclosing an edge dislocation, see Fig. 4(a). The
edge dislocation is perpendicular to the paper, and the extra half plane of atoms are
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Figure 1: Geometry of an edge dislocation. (a) An edge dislocation. The atomic arrangement is uniform in the
direction perpendicular to the paper. (b) The edge dislocation can be imagined as being formed by inserting
an extra half plane of atoms into a perfect crystal. (c) It can also be imagined as being formed by making a
cut in a perfect crystal, and shifting the atoms on one side of the cut relative to those on the other side by one
lattice spacing.

Figure 2: Geometry of a screw dislocation. A screw dislocation can be imagined as being formed by
shifting the atoms on one side of a half plane relative to the atoms on the other side by one lattice
constant, in a direction parallel to the boundary of the half plane.

above the edge dislocation. The closed loop enclosing the dislocation, which is called the
Burgers circuit of the dislocation, is in a right-hand sense with respect to the direction
of the dislocation. Assuming that the direction of this edge dislocation is pointing out of
the paper, the Burgers circuit is counterclockwise. If we put this circuit with the same
atom-to-atom sequence in a perfect crystal, it is not closed, see Fig. 4(b). The vector
required to close this circuit is the Burgers vector of this dislocation, denoted by b. For
an edge dislocation, its Burgers vector is perpendicular to itself. In the first imagined
process to form the edge dislocation, see Fig. 1(b), the Burgers vector is the lattice vector
perpendicular to the extra half plane of atoms. In the second imagined process to form
the edge dislocation, see Fig. 1(c), the atoms on one side of the cut are displaced relative
to those on the other side by the amount of a Burgers vector in the cut plane.

If we assign an opposite line direction to the dislocation, i.e., assume that the direction
of the edge dislocation is pointing into the paper in Fig. 4, the Burgers vector also changes
to its opposite direction. There is no general agreement in the literature on the convention
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Figure 3: Motion of an edge dislocation (this motion is called glide): (a) An edge dislocation. (b) Under an
applied shear stress, the bond between atoms A and C forms and the bond between atoms B and C breaks. As
a result, the edge dislocation moves one lattice spacing to the right. (c) When the dislocation moves to the
crystal boundary, a step is produced.

Figure 4: Definition of the Burgers vector. (a) A closed loop enclosing an edge dislocation (Burgers
circuit of an edge dislocation). The starting point A and the ending point B of the loop coincide. (b)
The same Burgers circuit in a perfect crystal. The starting point A and the ending point B of the
circuit do not coincide. The vector required to close the circuit is the Burgers vector b.

for the direction of the Burgers vector of the edge dislocation with this atomic arrangement,
e.g., in books [5, 12, 14], the former definition is used; while in books [6, 13], the latter is
used. In either convention, the edge dislocation whose extra half plane of atoms are above
the dislocation is denoted by ⊥, and the edge dislocation with an extra half plane of atoms
below the dislocation has a Burgers vector with opposite sign, denoted by >.

We have seen that for an edge dislocation, its Burgers vector is perpendicular to its
line direction. For a screw dislocation, its Burgers vector is parallel to its line direction.
In a general case, the dislocation line may have an arbitrary angle to its Burgers vector,
usually with a mixed character of edge and screw. Fig. 5 shows a circular dislocation loop
in a plane that also contains the Burgers vector. At points A and B, the dislocation is
pure edge and at points C and D, it is pure screw. At any other point, say point E, the
dislocation is mixed type.

The Burgers vector is a constant vector along a dislocation line. The dislocation lines
can end at the boundary of a single crystal, but cannot end inside. Inside a crystal, they
can either form loops or end at dislocation nodes, where three or more dislocation lines
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Figure 5: A dislocation loop. At point A or B, the dislocation is pure edge, and at point C or D, it is pure
screw. At point E, the dislocation is mixed type.

Figure 6: A dislocation node.

meet. Fig. 6 shows a node where dislocation 1 (with Burgers vector b1) is splitted into
dislocations 2 (with Burgers vector b2) and 3 (with Burgers vector b3). It is required
that b1 = b2 + b3. This is the conservation of Burgers vectors. Generally, at a node
where n dislocations meet, if all the dislocations are pointing into the node, then we have
∑n

i=1bi = 0, where bi is the Burgers vector of the i-th dislocation.

The energy per unit length of a dislocation can be approximately written as αGb2 (see
the next section), where b is the length of its Burgers vector, G is the shear modulus,
and α is a constant depending on the angle between the dislocation line direction and
its Burgers vector. If we assume that the constant is the same for all dislocations, then
we have a simple rule for the reaction of dislocations, which is the Frank’s rule [10].
Consider two dislocations with Burgers vectors b2 and b3, respectively. The total energy
of these two dislocations is αG(b2

2 + b2
3). If they react to form one single dislocation with

Burgers vector b1 = b2 + b3, then the energy is αGb2
1. So when b2

1 < b2
2 + b3

3, the
combined single dislocation has lower energy thus the reaction is favorable. Otherwise the
reaction is unfavorable. In crystals, when the Burgers vector of a dislocation is a lattice
vector, the dislocation is called a perfect dislocation. The possible Burgers vectors for
perfect dislocations are the shortest lattice vectors, because otherwise a dislocation can
dissociate into two dislocations with shorter Burgers vectors and lower energy. Sometimes,
non-perfect dislocations (partial dislocations) that have non-lattice-vector Burgers vectors
may also be energetically stable, for example, in the face-centered cubic crystals. This will
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Figure 7: Dislocation climb. (a) An edge dislocation. (b) The edge dislocation climbs up by one lattice spacing.
One line of atoms (perpendicular to the paper) have been removed.

be discussed in Section 3.

As described previously, an edge dislocation can move under an applied stress in a
plane containing its Burgers vector and itself, see Fig. 3. The dash line in Fig. 3 shows
the position of this plane, which is perpendicular to the extra half plane of atoms in the first
imagined method to form the edge dislocation. In the second imagined method to form
the edge dislocation, this plane contains the cut where the atoms on one side are displaced
relative to those on the other side by the amount of the Burgers vector; moreover, since
the edge dislocation is the boundary of the cut, the cut area changes as the dislocation
moves. This plane containing the dislocation and its Burgers vector is the slip plane of the
dislocation, and the motion of the dislocation in the slip plane is called glide. If we want
to move an edge dislocation in the direction perpendicular to the slip plane, we need to
add or remove lines of atoms near the dislocation, see Fig. 7. This motion of dislocation is
called climb. For this reason, the dislocation glide is referred to as the conservative motion
and the dislocation climb is referred to as the non-conservative motion. The addition or
removal of atoms required in the dislocation climb is manifested by the diffusion process of
atoms, therefore climb is very difficult except at high temperatures. The screw dislocation
is special because its Burgers vector is parallel to itself, so the slip plane is not well-defined,
and it can move in any plane containing itself without addition or removal of atoms. In
real crystals, the possible slip planes of dislocations are the close-packed planes in which
dislocations are easy to move (see Section 4). Screw dislocations also tend to move in
these planes, and sometimes may move from one such plane to another, which is known
as cross-slip.

The dislocations occur in all crystals. The density of dislocations is defined as the total
length of dislocations per unit volume. In a well-annealed metal (anneal is a heat treatment
to remove defects in crystals), the dislocation density is low and is typically about 106 ∼
108/cm2. After plastic straining, the dislocation density increases and may attain values
about 1010 ∼ 1011/cm2. There are many reasons for the fact that dislocations occur in all
crystals, for example, the nucleation of dislocations due to the internal stress generated by
impurities or thermal gradients. Besides, dislocations also help the growth of the crystals,
remaining in the crystals and extending as the crystals grow. The observation that the



Y. Xiang / Commun. Comput. Phys., 1 (2006), pp. 383-424 389

dislocation density increases after plastic straining seems to contradict the fact that the
dislocations move to the surface of the crystal in the plastic flow under an applied stress,
see Fig. 3. This increase of the dislocation density is due to the dislocation multiplication
during the plastic deformation process. There are many mechanisms for the dislocation
multiplication, one is the Frank-Read source [11] (See Section 6 for a simulation result).

More on dislocations can be found in many classical and introductory books, for ex-
ample, [5–7,12–15].

2 Continuum theory

We now briefly review the continuum theory of dislocations based on the linear elasticity
theory. In the continuum theory, a dislocation is considered as a line in a continuous
medium, while the details of the atomic structure are neglected. At the length scale of
several lattice constants away from the dislocation, the strain and stress field are described
well by the continuum dislocation theory. More on the continuum theory of dislocations
can be found in, e.g., [5, 6, 14, 15].

In the continuum theory, within the body containing the dislocations, the elastic dis-
placement vector is increased by the amount of the Burgers vector along any loop enclosing
the dislocation, i.e.,

∮

L

du = b, (2.1)

where u is the elastic displacement vector, b is the Burgers vector of the dislocation, L
is any contour enclosing the dislocation line. Eq. (2.1) can be rewritten in terms of the
distortion tensor w, wij = ∂uj/∂xi for i, j = 1, 2, 3, as

∇× w = ξδ(γ) ⊗ b, (2.2)

where ξ is the unit vector tangent to the dislocation line, δ(γ) is the two dimensional delta
function in the plane perpendicular to the dislocation, and the operator ⊗ computes the
tensor product of two vectors.

In the linear elasticity theory, the strain tensor is defined as

εij =
1

2
(wij + wji) (2.3)

for i, j = 1, 2, 3. The stress tensor σ is determined from the strain tensor by the linear
elastic constitutive equations (Hooke’s law)

σij =
3

∑

k,l=1

Cijklεkl (2.4)

for i, j = 1, 2, 3, where {Cijkl} is the elastic constant tensor. For an isotropic medium, the
constitutive equations can be written as

σij = 2Gεij + G
2ν

1 − 2ν
(ε11 + ε22 + ε33)δij (2.5)
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for i, j = 1, 2, 3, where G is the shear modulus, ν is the Poisson ratio, and δij is equal to
1 if i = j and is equal to 0 otherwise. The stress tensor satisfies an equilibrium equation.
In the absence of body forces, the equilibrium equation is simply

∇ · σ = 0. (2.6)

In summary of the linear elasticity theory of dislocations, the stress and strain tensors
associated with dislocations are obtained by solving Eqs. (2.1) (or equivalently (2.2)) ,
(2.3), (2.4), and (2.6).

Now we focus on dislocations in an isotropic infinite medium, in which the constitutive
equations are given by Eq. (2.5) and there is no boundary effect.

For a screw dislocation in the +z direction, i.e., ξ = (0, 0, 1) and b = (0, 0, b), the
displacement vector u = (0, 0, b

2π
θ), where θ is the angle in the polar coordinates of the

xy plane. The strain and stress tensors are

ε =
b

4π













0 0 − y

x2 + y2

0 0
x

x2 + y2

− y

x2 + y2

x

x2 + y2
0













(2.7)

and

σ =
Gb

2π













0 0 − y

x2 + y2

0 0
x

x2 + y2

− y

x2 + y2

x

x2 + y2
0













. (2.8)

Note that there is a jump of the amount b in the displacement u across the half plane x > 0
and y = 0, which is the cut in the definition of the screw dislocation. The value of the
displacement depends on the position of the cut, i.e., the way in which the dislocation is
imagined to be formed. Different choices of the cut give different values of the integration
constant in the displacement. However, the strain and stress tensors do not depend on
the position of the cut.

For an edge dislocation in the +z direction with Burgers vector b = (b, 0, 0), the
displacement u = (u1, u2, u3) is

u1 =
b

2π

[

θ +
xy

2(1 − ν)(x2 + y2)

]

,

u2 = − b

2π

[

1 − 2ν

4(1 − ν)
log(x2 + y2) +

x2 − y2

4(1 − ν)(x2 + y2)

]

, (2.9)

u3 = 0.
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Again the cut is the half plane x > 0 and y = 0, and for any other cut, there is an
integration constant in the displacement. The strain and stress tensors are

ε =
b

4π













− y(x2 − y2)

(1 − ν)(x2 + y2)2
− 2y

x2 + y2

x(x2 − y2)

(1 − ν)(x2 + y2)2
0

x(x2 − y2)

(1 − ν)(x2 + y2)2
y(3x2 + y2)

(1 − ν)(x2 + y2)2
− 2y

x2 + y2
0

0 0 0













(2.10)

and

σ =
Gb

2π(1 − ν)

















−y(3x2 + y2)

(x2 + y2)2
x(x2 − y2)

(x2 + y2)2
0

x(x2 − y2)

(x2 + y2)2
y(x2 − y2)

(x2 + y2)2
0

0 0 − 2νy

x2 + y2

















. (2.11)

In the elasticity theory, the elastic energy is

W =

∫

∑

i,j=1,2,3

1

2
σijεijdxdydz. (2.12)

For a screw dislocation, the elastic energy per unit length along itself, in the cylinder
r0 ≤ r ≤ R where r is the distance to the dislocation, is

W =
Gb2

4π
log

R

r0
. (2.13)

For an edge dislocation, the elastic energy per unit length along itself in this cylinder is

W =
Gb2

4π(1 − ν)
log

R

r0
. (2.14)

Generally, for a straight dislocation, if the angle between the dislocation and its Burgers
vector is β, the elastic energy per unit length along itself in this cylinder is

W =
Gb2

4π

(

cos2 β +
sin2 β

1 − ν

)

log
R

r0
. (2.15)

We can see that the elastic energy is divergent when r0 → 0 and R → ∞. The
divergence at the infinity implies that the elastic energy depends on the size of the crystal.
For a real crystal, R can be chosen approximately as the distance to the crystal surface,
or one half of the average distance between dislocations when the crystal contains many
dislocations with different signs and the long-ranged logarithm divergence is canceled out.
The divergence of the elastic energy on dislocation itself (r0 = 0) is due to the linear
elasticity approximation, which does not apply in a small region near dislocation because
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the strain is large there. This small region surrounding the dislocation is known as the
core region of the dislocation, whose radius is of the order of the magnitude of Burgers
vector. Inside the dislocation core region, the heavily distorted atomic structure needs
to be described by atomistic models, see sections 3 and 4. However, the core energy is
small compared with the elastic energy outside the core region, in other words, the main
contribution to the total energy is the elastic energy outside the dislocation core region.

The strain and stress fields are also singular on the dislocation line. In the framework
of the continuum theory, the singularities in the stress field and the elastic energy in the
core region of the dislocation can be removed by some treatment such as simple cut-
off, averaging of the results of the two nearby segments, or using smeared delta function
in Eq.(2.2) instead of the exact one (which is equivalent to regarding a dislocation as
a distribution of the Burgers vector inside a tube with the core radius ). One method
to incorporate the atomic lattice effect into the continuum theory is the Peierls-Nabarro
model, which will be described in Section 4.

For a general case, the solution of the displacement is given by the Burgers formula [9]

u(r) =
b

4π

∫

A

(r′ − r) · dA
|r′ − r|3 − 1

4π

∫

C

b × dl′

|r′ − r| +
1

8π(1 − ν)
∇

∫

C

b × (r′ − r) · dl′
|r′ − r| , (2.16)

where C is the dislocation loop, A is a surface spanning loop C on which the jump of
the displacement is b, r = (x, y, z), and r′ = (x′, y′, z′). The stress tensor is given by the
Peach-Koehler formula [16]

σ(r) =
G

4π

∫

C

(b ×∇′)
1

|r′ − r| ⊗ dl′ +
G

4π

∫

C

dl′ ⊗ (b ×∇′)
1

|r′ − r|

− G

4π(1 − ν)

∫

C

∇′ · (b × dl′)(∇⊗∇− I∆)|r′ − r|, (2.17)

where ∇′ is the gradient with respect to the variables with prime. The interaction energy
of two dislocation loops C1 and C2 is given by the Blin’s formula [17]

W12 = − G

2π

∫

C1

∫

C2

(b1 × b2) · (dl1 × dl2)

|r1 − r2|
+

G

4π

∫

C1

∫

C2

(b1 · dl1)(b2 · dl2)
|r1 − r2|

+
G

4π(1 − ν)

∫

C1

∫

C2

(b1 × dl1) · (∇⊗∇|r1 − r2|) · (b2 × dl2). (2.18)

These formulas can be obtained using the Green’s functions, see, for example, [5,6,14,15].
They also have other equivalent forms. A formula under the periodic boundary conditions
was obtained using the Fourier transform in [18] (see Eq.(6.4) in Section 6).

From Eq.(2.12), the elastic energy associated with a dislocation loop can be written as

W =

∫

A

b · σ · dA, (2.19)
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where A is a surface spanning the dislocation loop. The force acting on the dislocation
can be obtained by taking variation of this energy, which is

F = σ · b × ξ, (2.20)

where ξ is the unit tangent vector of the dislocation. This equation was derived first by
Peach and Koehler [16] and is referred to as the Peach-Koehler force. The stress field
σ in the equation includes the applied stress field and the stress field generated by the
dislocation.

As an example of the interaction between dislocations, consider two edge dislocations
in the xz plane with line direction (0, 0, 1) and Burgers vector b = (b, 0, 0), and separated
by a distance r to each other. Assume that the first one is located at x = y = 0 and the
second one is located at x = r and y = 0. From Eq.(2.11), the stress generated by the
first dislocation at the position of the second dislocation is

σ =
Gb

2π(1 − ν)









0
1

r
0

1

r
0 0

0 0 0









. (2.21)

Therefore the Peach-Koehler force (Eq.(2.20)) generated by the first dislocation and acting
on the second dislocation is Gb

2π(1−ν)r . We can see that the force is proportional to 1/r and is
repulsive for these two edge dislocations with the same sign. If we change the line direction
of the second dislocation to (0, 0,−1), which is in the opposite direction with respect to the
first one, then the interaction force between them becomes attractive. The self-stress of a
straight infinite dislocation does not generate a force on itself. For a curved dislocation,
the leading order effect of the self-stress is the line tension (direction dependent), which
generates a force proportional to its curvature and perpendicular to itself in the direction
to shorten its length.

Dislocation migration can, at low velocities, be thought of as purely dissipative, such
that the local dislocation velocity can be written as

v = M · F, (2.22)

where M is the mobility tensor. Recall that glide is the motion of a dislocation in its slip
plane (the plane containing its line direction and Burgers vector), and climb is the motion
of a dislocation in the direction perpendicular to the slip plane. Since climb is much more
difficult than glide at low temperatures, the climb mobility is much smaller than that of
the glide. More generally, the stress dependence of the dislocation velocity is fitted by the
power law v = v0(σ/σ0)

n or v = v0 exp(−σ0/σ), where v is a component of the dislocation
velocity, σ is the appropriate component of stress to generate v, and v0, σ0 and n are
constants, see e.g., [5, 6, 12, 14,19–21].
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Figure 8: An FCC lattice.

3 Dislocations in crystals: atomistic models

We have seen in the previous section that the continuum dislocation theory does not apply
in the core region of a dislocation, which is at the length scale of several lattice constants
surrounding the dislocation. The atomic arrangement and the stress and strain fields of
dislocations in the core region depend strongly on the crystal structures. Many properties
of dislocations, such as the dislocation slip system (the possible Burgers vectors and slip
planes), the mobility of dislocations, and the reaction between dislocations, are determined
by the crystal structures and the dislocation core properties, and play important roles in
the plastic deformation of crystals.

Real crystals have structures more complicated than the simple cubic lattice, such
as the face-centred cubic (FCC) structure, the body-centred cubic (BCC) structure, the
diamond cubic structure, and the hexagonal close-packed (HCP) structure, etc. In this
section, we introduce some models and properties of dislocations in crystals with the FCC
structure. More about the models and properties of dislocations in particular crystal
structures can be found, for example, in [5–7,12,13,22–29].

Fig. 8 shows the FCC crystal structure. The unit cell of this structure is a cube,
with an atom situated on each corner and each face center. The lattice constant a is
the length of each edge of the cube. The crystal lattice is formed by repeating this
unit cell periodically in the whole space. Many common metals such as copper (Cu)
and aluminum (Al) have this FCC crystal structure. Using Miller indices, an atomic
plane in the crystal lattice can be described by (hkl), where the direction (h, k, l) in the
atomic coordinate system is in the normal direction of the plane, and h, k and l are
three integers (smallest among all choices). If the intercept of a plane on some axis, say
on the x axis, is negative, then the indices of this plane are (h̄kl), where h, k and l
are positive integers. As an example, the (111) plane is shown in Fig. 8. The notation
{hkl} is used to represent all the planes of the same crystallography type as the (hkl)
plane. For example, {111} = {(111), (1̄11), (11̄1), (111̄)}. A direction in the crystal lattice
is described by [hkl], which means the three components of the direction in the atomic
coordinate system are ha, ka, la, respectively. For example, in Fig. 8, the vector OA
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Figure 9: The atomic arrangement on (111) planes and the stacking in [111] direction. (a) The atomic
arrangement on (111) planes. The dots show the atomic sites on a (111) planes. The triangles show the atomic
sites on the first layer above projected onto this plane. The circles show the atomic sites on the second layer
above projected onto this plane. The projected positions of the atomic sites on the third layer above coincide
with those on the plane. (b) The stacking sequence in [111] direction, which is pointing upward. (c) The atomic
arrangement on (111) planes using the hard ball model. The stacking of the balls is layer by layer in the [111]
direction, which is pointing out of the paper. The filled circles, dashed circles and circles show the positions
of the atoms on one layer (say, layer A), the first layer above (layer B), and the second layer above (layer C),
respectively. The positions of the atoms on the third layer above projected on the paper coincide with those on
the layer A.

is [100] and the vector AD is 1
2 [1̄10]. The notation < hkl > is used to represent all

the directions of the same crystallography type as the [hkl] direction. For example, <
110 >= {[110], [1̄10], [11̄0], [1̄1̄0], [101], [1̄01], [101̄], [1̄01̄], [011], [01̄1], [011̄], [01̄1̄]}. For the
dislocations in an FCC crystal, the most energetically favored Burgers vectors are the
smallest lattice vectors 1

2 < 110 >, and the most energetically favored slip planes are {111}
planes, which are the most close-packed planes containing the Burgers vectors 1

2 < 110 >.

The atomic arrangement on a (111) plane is shown in Fig. 9(a). The arrangement has
a triangular lattice structure. The distance between two adjacent (111) planes is a/

√
3.

The projected positions of the lattice sites of the atoms on the first layer and second layer
above the plane are also shown in Fig. 9(a). The projected positions of the atomic sites on
the third layer above the plane coincide with those on the plane. So in [111] direction, the
atomic arrangement follows the stacking sequence · · ·ABCABC · ··, as shown in Fig. 9(b).
This stacking can be imaged as the stacking of hard spherical balls, see Fig. 9(c). These
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Figure 10: The atomic arrangement on (110) planes. Dots show the atomic sites on a (110) plane. Circles
show the projected positions of the atomic sites on the first layer above this plane. The projected positions of
the atomic sites on the second layer above the plane coincide with those on the plane.

Figure 11: An intrinsic stacking fault between layers C and B. The layer A between these layers C and B in the
stacking sequence of a perfect crystal is missing.

{111} planes are the slip planes of the perfect dislocations, whose Burgers vectors are
1
2 < 110 > vectors that connect two adjacent atoms in the slip plane.

The atomic arrangement on a (110) plane and on the first layer above it is shown in
Fig. 10. The projected positions of the atomic sites on the second layer above the plane
coincide with those on the plane. So in [110] direction, the atomic arrangement follows
the stacking sequence · · ·ABABAB · ··.

If in the stacking sequence in the [111] direction · · ·ABCABCA · ··, one layer, say the A
layer in the middle, is missing, then the stacking sequence becomes · · ·ABCBCA · ··, and
there is a stacking fault between the layers C and B in the middle, as shown in Fig. 11.
Now consider the layer C right below the stacking fault. The layer below it ( which is a
B layer) is the same as that in the perfect lattice. The layer above it ( which is also a
B layer) is different than that in a perfect lattice ( which is an A layer), but the relative
positions of the atoms on the two layers are the same, see Fig. 9(a). The difference of the
relative positions of atoms starts from the second layer above this layer C. So the stacking
fault does not increase the total energy very much. The stacking fault energy γ is defined
as the energy difference between the lattices with and without a stacking fault, divided
by the area of the stacking fault. The stacking fault described above is called intrinsic
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Figure 12: A perfect edge dislocation in the FCC lattice. (a) Atomic sites on a (111) plane (dots, layer A)
and the projected positions of the atomic sites on the first layer below (circles, layer C). A half plane cut will
be made between these two layers (as shown on the right of the image). (b) The atomic sites of these two
layers after the cut and a relative shift of the amount of the Burgers vector b = 1

2
[1̄10]. Two rows of atoms

on the layer below the cutting plane are missing (same for all layers below the cut). The edge dislocation is
formed after elastic deformation from this configuration. (c) Stacking sequence of the edge dislocation in [1̄10]
direction.

stacking fault. There are other stacking faults such as the extrinsic stacking fault, which
is formed by adding one layer in the stacking sequence of a perfect lattice.

Now consider an edge dislocation in an FCC crystal with Burgers vector b = 1
2 [1̄10]

and in the direction of [112̄] in the slip plane (111). It can be imagined as being formed
by making a half-plane cut between two layers in the [111] direction, say layers C and A,
in the stacking sequence · · ·ABCABC · ·· in a perfect lattice, and then shifting the atoms
above and below the cut relatively by the amount of the Burgers vector b. Fig. 12(a)
shows the atomic sites of these two layers C and A in a perfect lattice and the position of
the cut. Fig. 12(b) shows the atomic sites of these two layers after the cut and shift. To
explain more clearly, the positions of atoms in Fig. 12(b) are still plotted in the perfect
triangular lattice sites. For an edge dislocation, the lattice near the dislocation line (the
edge of the cut) is heavily distorted. This edge dislocation can also be imagined as being
formed by adding two half planes of atoms on and above the layer A or by removing two
half planes of atoms on and below the layer C, as shown in Fig. 12(c).

Now imagine an edge dislocation formed by adding two half planes of atoms, as shown



398 Y. Xiang / Commun. Comput. Phys., 1 (2006), pp. 383-424

stacking fault

b
2
=1/6[211]b

1
=1/6[121]

d

b=b
1
+b

2
=1/2[110]

[112]

[110]

(c) 

Figure 13: Extended edge dislocation consisting of Shockley partials. (a) Stacking sequence in [1̄10] direction
(pointing to the right) for an edge dislocation. The two extra half planes (two partials) are separated. (b)
Stacking sequence in [111] direction (pointing upward) for the edge dislocation. There is a stacking fault
between two partials on the (111) plane containing the extended edge dislocation. (c) The atomic arrangement
on the layers right above and below the slip plane of the extended edge dislocation. The dots and circles show
the atomic sites on the layers above and below the slip plane, respectively. To explain more clearly, the positions
of atoms are still plotted in the perfect triangular lattice sites. The extended dislocation is formed after elastic
deformation from this configuration.

in Fig. 12(c). The two layers may be separated, as shown in Fig. 13(a). This corresponds to
the dissociation of the edge dislocation with Burgers vector b = 1

2 [1̄10] into two dislocations

with Burgers vectors b1 = 1
6 [1̄21̄] and b2 = 1

6 [2̄11], respectively. Since |b| = a/
√

2 and

|b1| = |b2| = a/
√

6, from the Frank’s rule described in Section 1, this dissociation is
energetically favored. The original dislocation is a perfect dislocation, whose Burgers
vector is a lattice vector. The dissociation results in two dislocations, whose Burgers
vectors are not lattice vectors. These two dislocations are called partial dislocations. On
the other hand, when the dissociation happens, the atoms above and below the slip plane
between the two partial dislocations are not in their equilibrium positions. They are in
the positions of a stacking fault, as shown in Fig. 13 (b) and (c). This increases the total
energy by the amount of the stacking fault energy γ multiplied by the area of the stacking
fault. The energy minimum state is reached when the two partials are separated by a
distance d. The value of d can be estimated from the continuum dislocation theory. Using
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the Peach-Koehler force introduced in the previous section, it can be shown that

d ≈ (2 + ν)Ga2

48π(1 − ν)γ
. (3.1)

Therefore the stable structure of this edge dislocation consists of two partials separated by
a distance d. This structure is called extended dislocation, as shown in Fig. 13(c). When
a perfect dislocation with Burgers vector 1

2 < 110 > (not necessarily an edge dislocation)
is dissociated into two partials with Burgers vectors 1

6 < 112 >, the partials are known as
the Shockley partials [30]. Note that the Burgers vectors of the two Shockley partials are
all in the slip plane of the original perfect dislocation, so this plane is also their slip plane
and they can move in it by glide. For example, in copper, the distance d between the two
Shockley partials of an edge dislocation is about 10a, where a is the lattice constant of
copper. There are also other types of partials such as the Frank partials [31] in the FCC
crystals.

Usually, atomistic methods such as the empirical interatomic potential simulations or
first principles calculations are used to study the core related properties [5,7,22,24,25,27–
29, 32–42]. For example, in [38], the lattice resistance to dislocation motion in aluminum
under pressure was examined by employing the embedded atom (EAM) potential [43] for
aluminum [44], which is

E =
∑

i

F (ρi) +
1

2

∑

i6=j

V (Rij), (3.2)

where i and j are the indices for the atoms, Rij is the distance between atoms i and j, V
is the two-body potential, F is the embedding function, and ρi is the electronic density
felt by atom i, which can be written as

ρi =
∑

j 6=i

ρ(Rij) (3.3)

where ρ is the electron density function. The functions V , F and ρ are fitted functions
from the quantum mechanical data [44]. The force acting on the i-th atom fi can be
calculated from the energy Eq.(3.2):

fi = −
∑

j 6=i

[

F ′(ρi)ρ
′(Rji) + F ′(ρj)ρ

′(Rji) + V ′(Rji)
]

Rji/Rji, (3.4)

where Rji is the vector between the j-th atom and the i-th atom and pointing to the latter.
The equilibrium atom positions can be obtained by minimizing the potential energy using
the conjugate gradient relaxation technique [45].

Sometimes, the continuum theory can also be used to study the dislocation core struc-
ture with some information (such as the stacking fault energy γ) provided by the atomistic
models. The estimate for the core width given in Eq.(3.1) is a simple example. Some recent
results using this method can be found, for example, in [46,47].

Another method to study the dislocation core structure is the Peierls-Nabarro model
[5, 48, 49], which will be discussed in the next section.
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Figure 14: Peierls-Nabarro model for an edge dislocation. Two half spaces are treated as elastic continuums
and the interaction between them is nonlinear. The dots show the positions of the atoms above and below the
slip plane after two half spaces are placed together with an initial disregistry Eq.(4.1). The circles show the
positions of the atoms above and below the slip plane in the edge dislocation after minimization of the total
energy (for simplicity, the vertical displacement is not shown).

4 The Peierls-Nabarro model

As mentioned in the previous sections, the energy associated with the dislocations is
stored in the whole medium. At the length scale of several lattice constants away from
the dislocations, i.e., outside the core region of the dislocations, the strain and stress
fields are described well by the continuum dislocation theory. Within the core region of
the dislocations, the continuum theory does not apply, and atomistic models are used
to describe the details of the dislocation cores. These atomistic simulations are time
consuming and cannot be used to study the dislocations at the length scales much larger
than the core size. The Peierls-Nabarro model [48, 49] incorporates the atomic effect into
the continuum model, therefore provide an alternative way to understand the core-related
properties, such as the core structure and mobility of the dislocations, in the continuum
framework.

In the framework of the Peierls-Nabarro models, the solid is divided by the slip plane of
the dislocation into two half-space linear elastic continuums, which have a misfit relative
to each other and are connected by a nonlinear potential force. The dislocation is the
equilibrium state after the minimization of the total energy, which includes the elastic
energy in the two half-space continuums, and the misfit energy due to the nonlinear atomic
interaction across the slip plane. As an example, we describe the Peierls-Nabarro model
for an edge dislocation below. More can be found, for example, in [5–7,12–14,24,26,48–50].

Assume that the lattice is simple cubic, the edge dislocation is located along the z
axis and its line direction is in the +z direction, the Burgers vector is in the +x direction:
b = (b, 0, 0), and therefore the slip plane of this edge dislocation is the xz plane. The
cross section of this edge dislocation is shown in Fig. 14. The lattice spacing in the x
direction is the length of the Burgers vector b, the lattice spacing in the y direction, which
is perpendicular to the slip plane, is d. To form the edge dislocation, imagine that two



Y. Xiang / Commun. Comput. Phys., 1 (2006), pp. 383-424 401

half spaces of atoms y > 0 and y < 0 are placed together along the plane y = 0 with a
disregistry of the top half with respect to the bottom one

φ(x) =

{

b/2, x > 0
−b/2, x < 0,

(4.1)

as shown in Fig. 14. This can be understood as that there is an extra half plane of atoms
at x = 0 and y > 0 inserted into the upper half space of a perfect lattice, and when x > 0,
the atoms on the top half are shifted relative to the bottom half atoms by the amount
of b/2 in the +x direction; while when x < 0, the shift is b/2 in the −x direction. Both
the half spaces y > 0 and y < 0 are considered as linear elastic continuums, connected
by some nonlinear potential force along the plane y = 0. The edge dislocation is formed
through the minimization of the total energy including the elastic energy in the two half-
space continuums y > 0 and y < 0, and the misfit energy due to the nonlinear atomic
interaction across the slip plane y = 0, by the elastic deformation in the two half spaces.
Based on the symmetry of the initial configuration, it is assumed that during the elastic
deformation, on the interface y = 0 we have

{

u1(x, 0+) = −u1(x, 0−), u1(+∞, 0+) = −b/4, u1(−∞, 0+) = b/4,
u2(x, 0+) = u2(x, 0−),

(4.2)

where u1 and u2 are the components of the displacement vector in the x and y directions,
respectively. After the edge dislocation is formed, the disregistry of the top half with
respect to the bottom one becomes

φ(x) =

{

2u(x) + b/2, x > 0
2u(x) − b/2, x < 0,

(4.3)

where u(x) = u1(x, 0+) = −u1(x, 0−).
From the continuum dislocation theory (Eq.(2.11)), the force in x direction per unit

area in the interface y = 0 plane is the shear stress

σ12(x, 0) =
G

2π(1 − ν)

∫ +∞

−∞

−2u′(x′)

x − x′ dx′. (4.4)

Here we have used the fact that the distribution of the Burgers vector on the x axis is
ρ(x) = −2u′(x). This can be understood as follows. If we draw a small circular loop in
the counterclockwise direction with its center located on (x, 0) and intersecting the x-axis
at (x − 1

2∆x, 0) and (x + 1
2∆x, 0), where ∆x > 0, then by the definition (Eq.(2.1)), the

Burgers vector contained inside this loop is
[

u1

(

x − 1

2
∆x, 0+

)

− u1

(

x +
1

2
∆x, 0+

)]

+

[

u1

(

x +
1

2
∆x, 0−

)

− u1

(

x − 1

2
∆x, 0−

)]

= 2u(x − 1

2
∆x) − 2u(x +

1

2
∆x)

≈ −2u′(x)∆x. (4.5)
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If we use the strict definition of the Burgers vector Eq.(2.1) for this edge dislocation, the
distribution of the Burgers vector should be the delta-function at x = 0, i.e., −2u′(x) =
δ(x). In the Peierls-Nabarro model, the distribution of the Burgers vector is no longer a
strict delta-function, but is determined by the nonlinear interplanar force across the slip
plane, as will show below. Note that the stress formula Eq.(4.4) can also be obtained by
solving the elasticity problems in the two half spaces y > 0 and y < 0, respectively, using
the boundary conditions Eq.(4.2).

The interplanar misfit energy due to the disregistry φ(x) between the the two half
spaces y > 0 and y < 0 is

Wmisfit =

∫ +∞

−∞
E(φ(x))dx, (4.6)

where the energy density E(φ) is approximated by [8]

E(φ) =
Gb2

4π2d

(

1 − cos
2πφ

b

)

. (4.7)

The interplanar force per unit area (the restoring stress) is obtained by taking variation
of this energy, which is in x direction and its value per unit area is

τ =
Gb

2πd
sin

2πφ

b
. (4.8)

This simple sinusoidal approximation for the misfit energy guarantees that the energy
attains its minimum for a perfect lattice φ = nb, n integer, and when φ is small, the
force reduces to the Hooke’s law in the linear elasticity: τ = Gφ/d (recall that d is the
interplanar distance). Using Eq.(4.3), the interplanar restoring force per unit area for the
edge dislocation can be written as

τ = − Gb

2πd
sin

4πu

b
. (4.9)

Since φ(x) is the disregistry of the top half with respect to the bottom half, this force is
acting on the atoms right below the y = 0 plane.

After energy minimization, the forces acting on the interface y = 0 from the elastic
energy and misfit energy should be balanced. Combining Eqs. (4.4) and (4.9), one has
the equation

G

2π(1 − ν)

∫ +∞

−∞

2u′(x′)

x − x′ dx′ =
Gb

2πd
sin

4πu

b
. (4.10)

This equation has an analytic solution, which is

u(x) = − b

2π
tan−1 x

ζ
, (4.11)

where

ζ =
d

2(1 − ν)
. (4.12)



Y. Xiang / Commun. Comput. Phys., 1 (2006), pp. 383-424 403

−5 −4 −3 −2 −1 0 1 2 3 4 5
0

0.1

0.2

0.3

0.4

0.5

x/b

ρ(x)

ξ−ξ

Figure 15: Distribution of the Burgers vector of an edge dislocation. Here d = b, ν = 1/3, and 2ζ = d/(1− ν)
is the width of the dislocation core.

The distribution of the Burgers vector is

ρ(x) = −2u′(x) =
b

π

ζ

x2 + ζ2
, (4.13)

as shown in Fig. 15. The width of the dislocation core is defined as

2ζ =
d

1 − ν
, (4.14)

which is of the order of the Burgers vector b.
As we can see, in the Peierls-Nabarro model, a smeared delta-function ρ(x) is deter-

mined from the atomistic interaction between the two atomic layers above and below the
slip plane. This smeared delta-function represents the distribution of the Burgers vector
in the slip plane. Using this core model, the lattice effect is included in the continuum
model, and the displacement vector, the strain and stress fields, and the elastic energy are
no longer singular. The displacement vector u = (u1, u2, u3) is

u1(x, y) =
b

2π

[

− tan−1 x

y ± ζ
+

xy

2(1 − ν)(x2 + (y ± ζ)2)

]

u2(x, y) = − b

2π

[

1 − 2ν

4(1 − ν)
log(x2 + (y ± ζ)2) +

x2 − y2 + ζ2

4(1 − ν)(x2 + (y ± ζ)2)

]

(4.15)

u3(x, y) = 0,

and the strain and stress fields are

ε =
b

4π







− 2(y±ζ)
x2+(y±ζ)2

− y[x2−(y±ζ)2]
(1−ν)[x2+(y±ζ)2]2

x
(1−ν)[x2+(y±ζ)2]

− 2xy(y±ζ)
(1−ν)[x2+(y±ζ)2]2

0

x
(1−ν)[x2+(y±ζ)2]

− 2xy(y±ζ)
(1−ν)[x2+(y±ζ)2]2

2νy±(2ν−1)ζ
(1−ν)[x2+(y±ζ)2]

+ (x2−y2+ζ2)(y±ζ)
(1−ν)[x2+(y±ζ)2]2

0

0 0 0







(4.16)
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and

σ =
Gb

2π(1 − ν)









− 3y±2ζ
x2+(y±ζ)2

+ 2y(y±ζ)2

[x2+(y±ζ)2]2
x

x2+(y±ζ)2
− 2xy(y±ζ)

[x2+(y±ζ)2]2
0

x
x2+(y±ζ)2

− 2xy(y±ζ)
[x2+(y±ζ)2]2

− y
x2+(y±ζ)2

+ 2x2y
[x2+(y±ζ)2]2

0

0 0 − 2ν(y±ζ)
x2+(y±ζ)2









,

(4.17)
where the +ζ applies for y > 0 and −ζ applies for y < 0. The elastic energy per unit
length along the edge dislocation is

Welastic =
Gb2

4π(1 − ν)
log

R

2ζ
, (4.18)

where R is the outer cut-off distance. Besides, the misfit energy per unit length along
the edge dislocation, coming from the nonlinear interaction between the two atomic layers
above and below the slip plane (Eq.(4.6)), is

Wmisfit =
Gb2

4π(1 − ν)
. (4.19)

Therefore the total energy of this edge dislocation is

Wtotal = Welastic + Wmisfit =
Gb2

4π(1 − ν)

(

log
R

2ζ
+ 1

)

. (4.20)

In the above calculations, the total energy does not depend on the position of the center
of the dislocation. However, due to the lattice effect, the total energy varies as the center
of the profile of the dislocation is located at different positions relative to the lattice sites,
which generates an energy barrier when the dislocation glides on its slip plane. This energy
barrier can be estimated using the Peierls-Nabarro model by summing the misfit energy
over discrete lattice sites instead of the integral in Eq.(4.6), i.e.,

Wmisfit =

+∞
∑

m=−∞

1

2

[

E(φ(mb − xc)) + E

(

φ

(

mb +
b

2
− xc

))]

, (4.21)

where xc is the center of the dislocation profile,

E(φ) =
Gb2

4π2d

(

1 − cos
2πφ

b

)

=
Gb2

4π2d

(

1 + cos
4πu

b

)

, (4.22)

and u(x) is the solution when the dislocation center is at the origin, given by Eq.(4.11).
This discrete summation of the energy is the average of the misfit energy of the atoms on
the layers right above (the first term in the summation) and below (the second term in
the summation) the slip plane.
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The discrete summation in the misfit energy (4.21) can be calculated analytically [51]:

Wmisfit =

+∞
∑

n=−∞

Gb3ζ2

4π2d
· 1

(nb/2 − xc)2 + ζ2
=

Gb2ζ

2πd
· sinh 4πζ

b

cosh 4πζ
b

− cos 4πxc

b

. (4.23)

When ζ is much greater than b,

Wmisfit ≈
Gb2

4π(1 − ν)

(

1 + 2e−
4πζ

b cos
4πxc

b

)

. (4.24)

When xc varies, the difference between the maximum and minimum of the misfit energy
is

Wp =
Gb2

π(1 − ν)
e−

4πζ

b , (4.25)

which is the energy barrier for the glide of the dislocation and is known as the Peierls
energy. The stress required for the dislocation to overcome this energy barrier is (using
Eq.(2.20))

σp = max

{

1

b

∂Wmisfit

∂xc

}

=
2G

1 − ν
e−

4πζ

b , (4.26)

which is known as the Peierls stress. For an FCC crystal, b = a/
√

2, d = a/
√

3, where
a is the lattice constant. If we choose ν = 1/3, the Peierls stress is σp = 1.36 × 10−3G.
This is much less than the critical stress to shear a perfect crystal, which is about 0.1G
(The maximum value in Eq.(4.8)) [8]. Other qualitative observations can also be made.
For example, the Peierls stress decreases as the interplanar distance d increases, therefore
the dislocation is easy to move in those planes with the largest interplanar distance, i.e.,
the most close-packed planes, which are the slip planes of the dislocation.

The Peierls-Nabarro model is an over-simplified model. Lots of efforts have been made
to improve it by incorporating more detailed atomic structures and properties [22, 52-84].
Some of these improvements are reviewed below.

One important improvement over the classic Peierls-Nabarro model is the concept
of the generalized stacking fault energy (the γ surface) introduced by Vitek [22, 61, 85].
Considering a perfect crystal cut along a plane and then reconnected after a shift in a
direction f in the cutting plane, the generalized stacking fault energy γ(f) is defined as
the energy increment per unit area after the reconnection [85]. The interplanar restoring
stress associated with the generalized stacking fault energy is

F(f) = −∇(γ(f)). (4.27)

The classic Peierls-Nabarro is improved by replacing the Frenkel sinusoidal restoring stress
Eq.(4.8) by this restoring stress [22,61,62], which is more accurate and applies to a misfit
with any direction in the slip plane. At first the generalized stacking fault energy was
calculated using the empirical potentials [22, 61, 62, 85]; now it can be obtained more
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accurately using the first principles calculations [64, 66, 69, 70, 72, 73, 80]. The Peierls-
Nabarro framework with the restoring force obtained from the atomistic models provides
an alternative way to study the core-related properties of the dislocations such as the core
structure or the mobility of the dislocations [22,61,62,64,66,67,69–73,75,76,78,80,83,84].

Another method to extend the one-dimensional Frenkel sinusoidal misfit energy to two
dimensions is to use the symmetry of crystal lattices. This method was used by Leibfried
and Dietze [55] to obtain the misfit energy for any two-dimensional misfit in the slip
plane by approximating the summation of the misfit energy on discrete lattice sites by
the Fourier expansion, before the concept of the generalized stacking fault energy was
proposed. They studied the dislocation core structure by minimizing the total energy
for prescribed core shapes of the arc-tangent type suggested by the analytical solution of
the classic Peierls-Nabarro model Eq.(4.11). Combining these two methods, Schoeck [67]
fitted the generalized stacking energy obtained from the atomistic simulations, by using
sinusoidal functions based on the symmetry of crystal lattices, and applied this method
to study the dislocation properties in some metals and alloys. The generalized stacking
fault energy he obtained for aluminum (FCC lattice) is approximated by

γ(x, z) = c0

+c1[cos 2pz + cos(pz + qx) + cos(pz − qx)]

+c2[cos 2qx + cos(3pz + qx) + cos(3pz − qx)]

+c3[cos 4pz + cos(2pz + 2qx) + cos(−2pz + 2qx)]

+c4[cos(pz + 3qx) + cos(−pz + 3qx) + cos(4pz + 2qx)

+ cos(−4pz + 2qx) + cos(5pz + qx) + cos(5pz − qx)]

+a1[sin 2pz − sin(pz + qx) + sin(−pz + qx)]

+a3[sin 4pz − sin(2pz + 2qx) + sin(−2pz + 2qx)], (4.28)

where p = 2π/(
√

3b), q = 2π/b, constants c1, c2, c3, c4, a1, a3 are fitted from the first
principles simulation data [73]. Here the slip plane is the xz plane and the Burgers vector
is in +x direction.

Modifications have also been made to use the anisotropic elasticity instead of the
isotropic one for the elastic energy in the two half-space elastic continuums [52, 58, 67].
Eshelby [52] considered the edge dislocations in anisotropic materials. Seeger and Schoeck
[58] studied the separation of two Shockley partials and their recombination energy for
dissociated edge and screw dislocations in Cu and Al, using the prescribed core shapes
of the arc-tangent type proposed in [55], and accounting for the elastic anisotropy. For a
general straight dislocation, under the anisotropic elasticity theory of dislocations [5, 86–
88], the elastic energy in the two half-space continuums in an anisotropic material can be
written as (Schoeck [67])

Welastic =

∫ ∞

−∞

∫ ∞

−∞

1

4π

du(s)

ds

H

s − x
u(x)dsdx, (4.29)
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where u is the displacement vector, H is the Stroh tensor of the prelogarithmic energy
factors. In an isotropic material, the Stroh tensor is

H = G











1

1 − ν
0 0

0
1

1 − ν
0

0 0 1











. (4.30)

For a straight dislocation in an anisotropic material, numerical calculation is needed to
obtain the Stroh tensor except for some special cases.

In the classic Peierls-Nabarro model, the dislocation core structure is obtained by
minimizing the total energy including the elastic energy and the misfit energy; while
the Peierls energy and Peierls stress are not directly obtained from energy minimization,
instead, they are calculated by a summation of the misfit energy over discrete lattice
sites after the continuum distribution of the Burgers vector is obtained. To remove this
inconsistency, Bulatov and Kaxiras [72] proposed a semidiscrete framework, in which the
elastic energy is also expressed as a discrete summation on lattice sites so that the Peierls
energy and Peierls stress can be obtained by minimizing the total energy written in discrete
summation. In their new framework, the elastic energy is discretized from the continuous
expression by assuming that the strain, stress, and the distribution of the Burgers vector
are piecewise constant near each nodal point representing the lattice site of atoms on the
slip plane. The Peierls energy is identified as the difference between the maximum and
minimum of the total energy when the center of the dislocation profile varies in the slip
direction. When external stress is applied, the dislocation profile is solved by minimizing
the total energy including the elastic energy, the misfit energy, and the interaction energy
between the displacement and the applied stress. The Peierls stress is defined as the
critical value of the applied stress, at which no stable dislocation profile can be found
by the energy minimization. For the misfit energy, they use generalized stacking fault
energy obtained from the first principle calculations, in which the opening in the direction
perpendicular to the slip plane is also considered. The total energy in their model is

Wtotal = Welastic + Wmisfit + Wstress + Kb2 log L, (4.31)

where

Welastic =
∑

i,j

1

2
χij [Ke(ρ

(1)
i ρ

(1)
j + ρ

(2)
i ρ

(2)
j ) + Ksρ

(3)
i ρ

(3)
j ], (4.32)

Wmisfit =
∑

i

∆xγ3(fi), (4.33)

Wstress = −
∑

i,l

x2
i − x2

i−1

2
ρ

(l)
i τ

(l)
i , (4.34)

K =
G

2π

(

sin2 β

1 − ν
+ cos2 β

)

. (4.35)
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Here the dislocation is in +z direction, the slip plane is the xz plane, ρ
(1)
i , ρ

(2)
i , ρ

(3)
i are

the edge, vertical, and screw dislocation density at the i-th nodal point, ρ
(l)
i = (f

(l)
i −

f
(l)
i−1)/(xi − xi−1), l = 1, 2, 3, fi = (f

(1)
i , f

(2)
i , f

(3)
i ) is the misfit at the i-th nodal, xi is the

position of the i-th nodal, K, Ks = G/2π and Ke = G/[2π(1− ν)] are the energy factors,
β is the angle between the dislocation line and the Burgers vector, L is the outer cutoff
radius for the elastic energy, χij = 3

2φi,i−1φj,j−1 + ψi−1,j−1 + ψi,j − ψi,j−1 − ψj,i−1 with
φi,j = xi − xj and ψi,j = 1

2φ2
i,j log |φi,j |, γ3(fi) is the generalized stacking fault energy that

also includes the misfit in the direction perpendicular to the slip plane, and (τ (1), τ (2), τ (3))
is the applied stress. It has been shown that the semidiscrete model improves the classic
Peierls-Nabarro model significantly by comparing the results with those of the atomistic
simulations [72]. This model has been applied to the study of the dislocation properties in
aluminum [80]. This model has also been extended to the cross-slip of screw dislocations
by considering the distributions of the Burgers vectors in multiple slip planes and the
interaction among them [83].

There are also models that consider the nonlocal elasticity in the Peierls-Nabarro
framework, for example, Miller et al [75] and Picu [82].

5 Dislocation dynamics

The collective motion and interaction of large numbers of dislocations play central roles in
the plastic deformation of materials. However, the traditional continuum plasticity theory
[89] is not derived quantitatively form the dislocation theory. The direct simulation of
dynamics and interactions of dislocations in an elastic continuum, known as the dislocation
dynamics, is becoming a more and more important tool for the investigation of the plastic
properties of crystals (see, for example, reviews [90–92]). Several dislocation dynamics
methods have been developed, and currently the simulations can be performed in a system
at the length scales of the order of ten microns and containing a relative large number of
dislocations. More efforts are still needed for the method of dislocation dynamics to be a
practical engineering tool.

The difficulties in dislocation dynamics come from the fact that various physics at
multiple length scales are involved in the evolution of dislocation ensembles. On one hand,
the motion and interaction of dislocations at length scales much larger than the atomic
size are modeled by the continuum dislocation theory. Even though the the interactions
between dislocations at such a length scale described well by the continuum theory, they
are extraordinarily long-ranged and complicated, depending on the relative positions of all
dislocation segments and the orientation of their Burgers vectors and line directions. On
the other hand, the short-ranged interactions of dislocations at the atomic length scales,
such as the dislocation cross-slip, climb, annihilation, multiplication and reaction, also
play important roles in the collective behavior of dislocations.

Early dislocation dynamics models are two-dimensional, focused on either the motion
of a single dislocation on the slip plane [93–95], or the motion and interaction of infinitely



Y. Xiang / Commun. Comput. Phys., 1 (2006), pp. 383-424 409

long, straight dislocations [96–98]. Recently, Needleman, Van der Giessen and collabo-
rators used two-dimensional dislocation dynamics to examine the applicability of some
nonlocal phenomenological continuum plasticity models [99, 100], and developed consti-
tutive rules to incorporate three-dimensional dislocation dynamics into two-dimensional
simulations [101].

Three-dimensional dislocation dynamics simulations were first performed by Kubin
and collaborators [102,103] based upon the front tracking representation for dislocations.
This simulation method was augmented later by them and other researchers, for exam-
ple, [104–122]. In these simulation methods, dislocation lines are discretized into in-
dividual segments and each segment is tracked during the evolution of the dislocation
microstructures. There are mainly three different discretization methods, including the
discretization of dislocations into pure edge and screw segments or segments with a fi-
nite set of orientations [102–106, 109, 113, 115], into straight segments with any direc-
tion [107, 108, 110, 111, 117–120], or into splines [112, 114, 121]. The long-ranged elastic
interaction is modeled by the continuum elasticity theory using the Peach-Koehler formula
Eq.(2.17). This long-ranged force is calculated on each dislocation segment, either on the
mid-point or the endpoints of the segment, from all other segments at each time increment.
Some fast summation methods were proposed [107,109,112]. However, the summation of
such kind of forces does not include the line tension effect due to the self interaction of the
dislocations. The line tension effect is included either by directly adding the leading order
approximation [102–109,113,118] or by a calculation [110–112,114,119,120] using Brown’s
splitting and average method [123], i.e., the self stress of a dislocation is approximated by
the average of the stress generated by two nearby dislocations separated by a distance of
core width (Recall that the self stress is singular). One limitation of the Peach-Koehler
formula is that it applies only to isotropic materials. Methods to incorporate anisotropic
elasticity into the dislocation dynamics simulations were presented in [117, 121]. For the
dynamics of dislocations, the dependence of the dislocation velocity v in the slip plane on
the resolved shear stress τ is usually modeled by the linear relationship v = τb/B, where
b is the length of the Burgers vector, B is a constant viscous drag coefficient and 1/B
corresponds to the glide mobility (see Eq.(2.22)) [102–105, 107–114, 118]. Power laws or
the exponential dependence were also used in some models [104,106,119].

Local rules are prescribed to account for the short-ranged reactions of dislocations
within a distance less than the core size. Such short-ranged reactions include dislocation
annihilation, junction formation, cross-slip of screw segments, etc. The cross-slip of screw
segments from one slip plane to another is a thermally activated process, and depends on
the atomic structure of the dislocation core and the underlying crystal lattice. A set of local
rules were first proposed by Kubin et al. [103, 104] to incorporate the main properties of
cross-slip, with parameters fitted from the experimental results. The cross-slip probability
per time step in a recent model [119] is

P (L, δt) = β
Lδt

L0δt0
exp

(

−Vact

kT
(|τ | − τIII)

)

(5.1)
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when the Peach-Koehler force on the screw segments projected on the new slip plane is
greater than that in the original slip plane. Here β is a normalization constant, Vact is
an activation volume, k is the Boltzmann constant, T is the temperature, τ is the shear
stress, τIII is the stress at which stage-three hardening starts, L is the length of the
screw segment that is going to cross-slip, δt is the time step, L0 and δt0 are reference
values for the length of the cross-slipping segment and for the time step, respectively.
Local rules are also prescribed to account for dislocation reaction and junction formation.
As described in Section 1, two dislocations with different Burgers vectors b1 and b2

will react at their junction to form a segment with Burgers vector b = b1 + b2, if the
reaction is energetically favorable. Whether the reaction is energetically favorable or
not is determined using the Frank’s rule or some more accurate energetic criterion [5].
When the reaction happens, computation nodes are adjusted for the junction, and the
formula for the Peach-Koehler force is changed (because the Peach-Koehler force depends
on the Burgers vector). Local rules are also needed for dislocation annihilation. There
are topological changes associated with the annihilation of two dislocation segments with
opposite Burgers vectors. Numerical treatment is need to determine when the annihilation
is going to happen, and then to remove and re-arrange the computation nodes once the
annihilation is known to happen. Besides, re-discretization of the dislocations needs to be
performed at regular time intervals, to add or remove nodes when the dislocation loops
shrink or expand, or when the curvature of the dislocation becomes large near some nodes.

The Peach-Koehler formula Eq.(2.17) used to calculate the stress applies only to dislo-
cations in an infinite medium. For materials with finite size, there is an interaction between
dislocations and the material boundaries, resulting in the image force on the dislocations.
In these dislocation dynamics models, the boundary conditions on free surfaces were im-
posed using the idea of superposition of the stress field associated with the dislocations
in an infinite elastic medium, and the stress field obtained by solving a complementary
problem that enforces the boundary conditions of the finite medium [99,109,113,118,119].
The complementary problem is usually solved using the finite element method. When dis-
locations intersect the material boundary, the stress given by the Peach-Koehler formula
Eq.(2.17) is singular at the intersecting points where such dislocations terminate. Virtual
dislocations were introduced outside the material to make these dislocations form closed
loops before the complementary problem is solved [119]. Another type of boundary con-
dition is the periodic boundary condition. The correct and efficient implementation of the
image summation of the stress under periodic boundary condition is discussed in [116,122].

Another class of dislocation dynamics models employ a phase field description of dis-
locations, as proposed by Khachaturyan et al [124, 125] and generalized in [126–129]. In
their phase field model, density functions are used to model the evolution of a three-
dimensional dislocation system. Dislocation loops are described as the perimeters of thin
platelets, which are misfitting coherent inclusions represented by the density functions.
The total energy is written as E = Eelast + Ecryst + Egrad, where Eelast is the elastic
energy of the dislocations, Ecryst is the crystalline energy modeling the slip systems, and
Egrad is the gradient energy normally present in phase field models. The crystalline energy
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Ecryst and the gradient energy Egrad are explained to be associated with the dislocation
core energy. The elastic energy associated with the dislocations is modeled by the stress
field of misfitting inclusions and is calculated using the fast Fourier transform (FFT) under
periodic boundary conditions. Since this method is based upon the evolution of a field
in the full dimensions of the space, there is no need to track individual dislocation line
segments and topological changes occur automatically. However, dislocation climb is not
easily incorporated into the current version of their phase field models.

Recently, a three-dimensional level set dislocation dynamics method was proposed by
the author and collaborators [18, 130–133]. This simulation method is based on the level
set framework proposed by Osher and Sethian [134, 135]. In this level set dislocation
dynamics simulation method, dislocation lines in three dimensions are represented as the
intersection of zero level sets (or zero contours) of two three-dimensional scalar level set
functions. The two three-dimensional level set functions are evolved using a velocity
field extended smoothly from the velocity of the dislocation lines. The evolution of the
dislocations is implicitly determined by the evolution of the two level set functions. Linear
elasticity theory is used to compute the stress field generated by the dislocations. The
stress field is solved using an FFT method under periodic boundary conditions. Since
the level set method does not track individual dislocation line segments, it easily handles
topological changes associated with dislocation multiplication and annihilation. This level
set method for dislocation dynamics is capable of simulating the three-dimensional motion
of dislocations; naturally accounts for dislocation glide, cross-slip and climb through the
choice of the ratio of the glide and climb mobilities. Numerical implementation of the
level set method is through simple and accurate finite difference schemes on uniform
grids. Results of simulation examples using this method agree very well with the theoretic
predictions and the results obtained using other methods [18]. This method has also been
used to simulate the dislocation-particle bypass mechanisms [130,132] and the dislocation
dynamics in thin films [133]. Details of this method will be reviewed in the next section.

6 Level set method for dislocation dynamics

In this section, we review the level set dislocation dynamics method and present some of
the simulation results. More details of the method and the simulation results can be found
in [18,130–133].

In the level set dislocation dynamics method, dislocations in three-dimensional space
γ(t) are represented by the intersection of the zero level sets of two level set functions
φ(x, y, z, t) and ψ(x, y, z, t) defined in the three-dimensional space, i.e., where

φ(x, y, z, t) = ψ(x, y, z, t) = 0, (6.1)

see Fig.16. The evolution of the dislocations is described by
{

φt + v · ∇φ = 0
ψt + v · ∇ψ = 0

(6.2)
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where v is the velocity of the dislocation extended smoothly to the three-dimensional
space, as described below.

The velocity field of the dislocations is computed from the stress field using Eqs. (2.20)
and (2.22). The stress field σ in Eq.(2.20) includes the applied stress field and the stress
field generated by the dislocations (self-stress), and is obtained by solving the elasticity
system of Eqs. (2.2), (2.3), (2.4), and (2.6). The unit vector locally tangent to the
dislocation line, ξ, in Eqs. (2.2) and (2.20), is calculated from the level set functions φ
and ψ using

ξ =
∇φ ×∇ψ

|∇φ ×∇ψ| . (6.3)

Under the periodic boundary conditions, the elasticity system for the self-stress can be
solved analytically in the Fourier space. In the isotropic medium, Eq.(2.4) is simplified as
Eq.(2.5), and the solution of the elasticity system including Eqs. (2.2), (2.3), (2.5), and
(2.6) takes the form [18]:
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2
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(6.4)
where σ̂ij is the Fourier coefficient for the frequency (k1, k2, k3) for the self-stress σij ,

i, j = 1, 2, 3, d̂1, d̂2 and d̂3 are the Fourier coefficients for the frequency (k1, k2, k3) for the
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ψ(x,y,z)=0 

φ(x,y,z)=0 

γ 

Figure 16: Dislocations in three dimensional space γ(t) are the intersection of the zero level sets of the two
level set functions φ(x, y, z, t) and ψ(x, y, z, t).

three components of ξδ(γ) in Eq.(2.2), respectively, and b1, b2, b3 are the three components
of the Burgers vector b. A similar expression can be obtained for the anisotropic elasticity.
A constant applied stress field can be added to total stress field in Eq.(2.20). The boundary
effect can be included by solving for the image force field using the method of Green’s
function for half-space medium [133], or using the finite element method for materials with
general-shape boundaries. Note that the obtained velocity field is defined in the whole
medium, which is a natural extension of the velocity field in the evolution equations for
the level set functions Eq.(6.2).

As discussed before, the self-stress obtained by the linear elasticity theory is singular
on the dislocation lines, which is because the linear elasticity theory does not apply in the
core region of the dislocation. To handle this problem, we use a smeared delta function
instead of the exact one in Eq.(2.2). The smeared delta function is defined in the plane
perpendicular to the dislocation line, and the vector ξ is defined everywhere inside the
dislocation core to be the dislocation line tangent vector. This smeared delta function
can be considered to be the distribution of the Burgers vector in the core region of the
dislocation. More precisely, the smeared delta function in Eq. (2.2) is given by

δ(γ) = δ(φ)δ(ψ), (6.5)

where the delta function on the right-hand side is one-dimensional, smeared delta function

δ(x) =

{

1
2ε

(

1 + cos πx
ε

)

−ε ≤ x ≤ ε,

0 otherwise,
(6.6)

and ε scales the distance over which the delta function is smeared. The level set func-
tions φ and ψ are usually chosen to be signed distance functions to their zero level sets,
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respectively, and their zero level sets are kept perpendicular to each other (A numerical
procedure called reinitialization is used to retain these properties of φ and ψ during their
temporal evolution, as will be discussed below). Therefore the delta function defined by
(6.5) is a two dimensional smeared delta function in the plane perpendicular to the dislo-
cation line. Moreover, the size and the shape of the core region does not change during
the evolution of the dislocation microstructure.

We now define the mobility tensor M as

M =

{

mg(I − n ⊗ n) + mcn ⊗ n non − screw (ξ not parallel to b)
mgI screw (ξ parallel to b)

, (6.7)

where

n =
ξ × b

|ξ × b| (6.8)

is the unit vector normal to the slip plane (i.e., the plane that contains the tangent vector
ξ of the dislocation and its Burgers vector b), I is the identity matrix, I − n ⊗ n is the
projection matrix that projects vectors onto the plane with normal vector n, mg is the
mobility constant for dislocation glide and mc is the mobility constant for dislocation
climb. Typically,

0 ≤ mc

mg
¿ 1. (6.9)

The mobility tensor M, defined above, can account for the relatively high glide mobility
and slow climb mobility discussed in Section 1. This mobility does not include the effect
of crystallography, namely the non-screw dislocation segments can move in any plane
containing its line direction and Burgers vector, and the screw segments can move in any
plane. This kind of motion applies to dislocations in BCC crystals. In FCC crystals, the
motion of dislocations are restricted to some particular slip planes in which the motion
of dislocations is energetically favorable, see Section 3. Another form of mobility tensor
is used for dislocations in FCC crystals [133]. Besides, in Eq.(6.7), the cross-slip of screw
segments happens without thermal activation, which again applies to dislocations in BCC
crystals. A probability form of the cross-slip mobility incorporating the thermal activation
process was used in [133]. More accurate dependence of the mobility on temperature or
dislocation line direction can be included, and more accurate power law or exponential
dependence between the dislocation velocity and the force acting on dislocations can be
adopted, when they are necessary.

The intersection of the zero level sets of the two level set functions φ and ψ can be
multiple lines, therefore multiple dislocations can be represented using these two level set
functions. The above description of the method applies to the case where all dislocations
have the same Burgers vector b. The symbol γ in Eq.(2.2) actually represents all of
the dislocations with Burgers vector b. For a more general case when dislocation lines
have different Burgers vectors, we can use different level set functions φi and ψi for each
possible Burgers vector bi, i = 1, 2, ..., N , where N is the total number of the possible
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Burgers vectors, and

∇× w =

N
∑

i=1

ξiδ(γi) ⊗ bi (6.10)

instead of Eq.(2.2) in the elasticity system. Here γi represents all of the dislocations with
Burgers vector bi, and ξi is the tangent direction of such a dislocation.

For the numerical implementation, the self-stress field is obtained by the FFT approach
using Eq.(6.4). The core radius of the delta function (6.6) is ε = 3dx, where dx is the
spacing of the numerical grid. For the mobility tensor (6.7), we use the mobility for a
screw dislocation when |ξ × b| < 0.1 and use the mobility for a non-screw dislocation
otherwise.

The level set evolution equations are commonly solved using high order ENO (es-
sentially nonoscillatory) [134, 136] or WENO (weighted essentially nonoscillatory) meth-
ods [137] for the spatial discretization, and TVD (total variation diminishing) Runge-Kutta
methods [138,139] for the temporal discretization.

To reduce the numerical errors, a standard level set technique called reinitializa-
tion [135, 140–142] is used to reconstruct new level set functions from old ones with the
dislocations unchanged, so that the level set functions are always signed distance func-
tions from their own zero level sets and their zero level sets are perpendicular to each
other locally near the dislocations.

We use a smeared delta function (rather than an exact delta function) to compute
the self-stress of the dislocations in order to smooth the singularity in the dislocation self-
stress. The leading order of the self-stress near the dislocations, when using a smeared delta
function, is of the order 1/ε, where ε is the dislocation core size. This O(1/ε) self-stress
near the dislocations does not contribute to the motion of the dislocations. We remove
this contribution to the self-stress by a procedure which we call velocity interpolation and
extension. We first interpolate the velocity and the tangent vector on the dislocation
line and then extend the interpolated values to the whole space using the fast sweeping
method [143–147]. Another advantage of this procedure is that it gives a more accurate
value of the tangent vector of the dislocations, which is crucial to determine the slip plane
and the mobility of dislocations (Eq.(6.7)).

Figs. 17-23 show several applications of the level set method for dislocation dynamics.
The simulations were performed within simulation cells that were l × l × l (where l = 2).
The simulation cell is discretized into 64 × 64 × 64 grid points (For Figs. 18 and 23, the
simulation cell is 2l×2l× l discretized into 128×128×64 grid points). Isotropic elasticity
is used and the Poisson ratio ν = 1/3. The climb mobility mc = 0, except in Figs. 17 and
22. The units and other parameters in these simulations can be found in [18,130].

Fig. 17 shows an initially circular glide loop expanding under a complex applied stress
with mobility ratios mc/mg of 0, 0.25, and 1.0, where mc and mg are the climb mobility
and glide mobility, respectively. The applied stress generates a finite force on all the
dislocation segments that tends to move them out of the initial slip plane. However, if
the climb mobility mc = 0, only the screw segments move out of the slip plane; the non-
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b 

Figure 17: An initially circular glide loop in the xy plane, with a Burgers vector b in the x direction, expanding
under a complex applied stress (σxz, σxy 6= 0 ) with mobility ratios mc/mg of (a) 0, (b) 0.25, and (c) 1.0. The
loop is plotted at regular intervals in time.

Figure 18: Simulation of the Frank-Read source. Initially the dislocation segment is an edge segment in the xy
plane (the z axis is pointing out of the paper). The Burgers vector is parallel to the x axis and a stress σxz is
applied. The configuration in the slip plane is plotted at different time during the evolution.

screw segments cannot because the mobility in such direction is zero (Fig. 17(a)). If the
climb mobility mc > 0, both the screw and non-screw segments move out of the slip plane
(Fig. 17(b) and (c)).

Fig. 18 shows the simulation of the Frank-Read source [11]. Initially the dislocation
segment is an edge segment. It bends out under an applied stress and generates a new
loop outside. The initial configuration in this simulation is a rectangular loop in a plane
perpendicular to the paper. Of its four segments, two opposite ones are operating as the
Frank-Read sources in the planes perpendicular to the initial loop (one is shown above),
and the other two are fixed.

Fig. 19 shows an edge dislocation bypassing a linear array of impenetrable particles,
leaving Orowan loops [148] around the particles behind. The dislocation moves towards
the particles under an applied stress. The glide plane of the dislocation intersects the
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Figure 19: An edge dislocation bypassing a linear array of impenetrable particles, leaving Orowan loops around
the particles behind. The Burgers vector b is in the x direction. The applied stress σxz 6= 0, where the z
direction is pointing out of the paper.

Figure 20: The critical stress for an edge dislocation to bypass co-planar impenetrable particles by the Orowan
loop mechanism. The stress is plotted in the unit Gb/L against log(D1/r0).

centers of the particles (i.e., the particles are coplanar). The impenetrable particles are
assumed to exert a strong short-range repulsive force on dislocations.

Fig. 20 shows the critical stress for an edge dislocation to bypass coplanar impenetrable
particles by the Orowan loop mechanism. The stress is plotted in the unit Gb/L against
log(D1/r0), where G is the shear modulus, b is the length of the Burgers vector, L is the
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Figure 21: An edge dislocation bypassing a misfitting impenetrable spherical particle by cross-slip, where the
slip plane of the dislocation is above the particle center. The Burgers vector b is in the x direction, the applied
stress is σxz 6= 0. The misfit εmis > 0.

Y
X

Z

b

Figure 22: An edge dislocation bypassing a misfitting impenetrable particle under the condition that the ratio
of the climb mobility over the glide mobility is mc/mg = 0.1. The slip plane of the dislocation is above the
particle center. The Burgers vector b is in the x direction, the applied stress is σxz 6= 0. The misfit εmis > 0.

inter-particle distance, D is the diameter of the particle, D1 is the harmonic mean of L
and D, and r0 is the inner cut-off radius associated with the dislocation core. The data
points represent the simulation results and the straight line is the best fit to our data
using the classic equation Gb

2πL
log D1

r0
[95, 148, 149]. It shows a good agreement between

the simulation results using the level set method and the theoretical estimates.

Fig. 21 shows an edge dislocation bypassing a misfitting impenetrable spherical particle
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Figure 23: Dislocation model for a grain boundary in a BCC crystal. (a) Unstable network. (b) Stable hexagonal
network formed by reaction of dislocations.

by cross-slip [150], where the slip plane of the dislocation intersects the particle above the
particle center. The misfit εmis > 0. The displacement and stress fields generated by a
(dilatational) misfitting spherical particle (isotropic elasticity) can be found in [151, 152].
In the simulation, the dislocation moves towards the particles under an applied stress.
Two loops are left behind: one is behind the particle and the other is around the particle.
They have the same Burgers vector but opposite line directions.

Fig. 22 shows the same edge dislocation bypassing the same misfitting impenetrable
particle, except that now the dislocation climb is included by setting mc/mg = 0.1, where
mc and mg are the climb mobility and glide mobility, respectively. The dislocation segment
behind the particle climbs down to the bottom of the particle and only one loop is left
around the particle. More simulation results on the climb effect can be found in [131].

Fig. 23 shows a dislocation model for a grain boundary [5, 6, 153] in a BCC crystal
(the dislocations in four simulation cells are shown). The grain boundary is a dislocation
network in a (110) plane. Initially, the network consists of two sets of straight dislocations,
one set of dislocations are in the ξ1 = 1√

6
[11̄2] direction with Burgers vector b1 = 1

2 [11̄1],

the other set of dislocations are in the ξ2 = 1√
6
[1̄12] direction with Burgers vector b2 =

1
2 [1̄11], see Fig. 23(a). However, this network is unstable. Because if b3 = b1+b2 = [001],
we have b2

3 < b2
1 + b2

2, and from Frank’s rule the two dislocations with Burgers vectors b1

and b2, respectively, will react to form one single dislocation with Burgers vector b3. On
the other hand, the reaction increases the total length and therefore the total energy of
the dislocations. A stable hexagonal net is formed under these two effects, see Fig. 23(b).
This simulation result agrees with the theoretic prediction [5, 6, 153].
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