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Abstract. This paper presents a further numerical study of the interaction dynamics
for solitary waves in a nonlinear Dirac model with scalar self-interaction, the Soler
model, by using a fourth order accurate Runge-Kutta discontinuous Galerkin method.
The phase plane method is employed for the first time to analyze the interaction of
Dirac solitary waves and reveals that the relative phase of those waves may vary with
the interaction. In general, the interaction of Dirac solitary waves depends on the
initial phase shift. If two equal solitary waves are in-phase or out-of-phase initially,
so are they during the interaction; if the initial phase shift is far away from 0 and 7,
the relative phase begins to periodically evolve after a finite time. In the interaction
of out-of-phase Dirac solitary waves, we can observe: (a) full repulsion in binary and
ternary collisions, depending on the distance between initial waves; (b) repulsing first,
attracting afterwards, and then collapse in binary and ternary collisions of initially
resting two-humped waves; (c) one-overlap interaction and two-overlap interaction in
ternary collisions of initially resting waves.
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1 Introduction

Ever since its invention in 1929 the Dirac equation has played a fundamental role in
various areas of modern physics and mathematics, and is important for the description
of interacting particles and fields. Soler [20] first proposed a classical spinorial model
with scalar self-interaction for extended particles by means of nonlinear Dirac (NLD)
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fields. His model is described by the Lagrangian density L =igpy"0, 9 —mipp+A(Pyp)?,
from which we may derive the nonlinear Dirac equation

iy —mp+2A(P) =0, (1.1)

where the o matrices are defined by

0__ I 0 k_ 0 U'k
7_(0 1) 7=\t o)

here o with k=1,2,3, denote the Pauli matrices. The nonlinear self-coupling term (@1/])2
in the Lagrangian allows the existence of finite energy, localized solitary waves, or ex-
tended particle-like solutions, see e.g. [20]. Several authors have committed themselves
to analytically investigating the Soler model, including stability [2,5-8,21], coupling with
other fields [15,16], and some mathematical properties [13]. A review on the Soler model
can be found in [14].

The current work is concerned with the numerical investigation of the interaction dy-
namics of Dirac solitary waves in the Soler model. Up to now, some reliable, higher-order
accurate numerical methods have been constructed to solve the nonlinear Dirac equation
(1.1). They include Crank-Nicholson type schemes [3,4], split-step spectral schemes [12],
Legendre rational spectral methods [23], adaptive mesh method [22], and Runge-Kutta
discontinuous Galerkin (RKDG) methods [17], etc. The interaction dynamics for the soli-
tary wave solutions of (1.1) were numerically simulated in [4] by using a second-order
accurate difference scheme. The authors saw there: charge and energy interchange except
for some particular initial velocities of the solitary waves; inelastic interaction in binary
collisions; and bound state production from binary collisions. Weakly inelastic interac-
tion in ternary collisions is observed in [17]. The interaction dynamics in the binary and
ternary collisions of two-humped solitary waves were first investigated in [18].

However, the experiments carried out in the literatures are all limited to the binary
and ternary collisions of in-phase solitary waves of (1.1). In fact, the relative phase of
those waves may vary with the interaction (see Case B1 in Section 3), and their interac-
tion generally depends on the initial phase shift. In this paper we will devote ourselves to
further investigating the interaction dynamics in the binary and ternary collisions of the
Dirac solitary waves with an initial phase shift by using the fourth-order accurate RKDG
method [17] and the phase plane method, and report some interesting observations. The
phase plane method [1] is based on the analysis of solitary wave trajectories on the phase
plane. The RKDG methods for the Soler model adopt a discontinuous piecewise poly-
nomial space for the approximate solutions and the test functions, and an explicit, high-
order Runge-Kutta time discretization [9-11,17]. Various experiments in [17, 18] have
demonstrated that the fourth-order RKDG method is numerically stable without gen-
erating numerical oscillation within a very long time interval, has uniformly numerical
convergence-rates, and preserves conservation of the energy and charge.

The paper is organized as follows. We introduce the (1+1)-dimensional space-time
version of the NLD model (1.1) as well as its two solitary wave solutions in Section 2, and
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corresponding RKDG discretization in Section 3, respectively. Numerical experiments are
conducted in Section 4 to investigate the interaction dynamics of two or three colliding
Dirac solitary waves with a phase shift. Several concluding remarks are given in Section
5.

2 Preliminaries

We restrict our attention to the (14-1)-dimensional Soler model (1.1), which can be rewrit-
ten in a general form

Os Py + 0y o +imipy +28A F (|12, |92]?) 1 =0, 2.1)
Orpp +0xpy —impy +2iAg (|91 |2, |92 ) 2 =0, '

where 1 (x,t) and ¢ (x,t) are two components of the spinor ¢(x,t), and f(u,v) and
¢(u,v) denote two nonlinear real functions, i.e.,

f=plP =yl =il —[¢|*

A standing wave solution of the above model is given as

rroo=(E ) (B Jos venem e

where

\/%(mz—Az)(m—l—A)cosh(x (m?2—A?))
m+Acosh (2x\/(m?>—A?))
\/%(mz—Az)(m—A)sinh(x (m2—A2?))
m+Acosh (2x+/(m?—A?))

A(x)=

, (2.3)

B(x)=

(2.4)

The system (1.1) also has a single solitary wave solution placed initially at xo with a
velocity v:

lpss(x_x()/t) = ( is(x_XOIt)/llJ;S (X_XOIt)) TI (25)
where
ss '}/+1 SW(~ F . '}/_1 SW (= T
1 (x—xo,t): T 1 (x,t)+s1gn(v) TIIJZ (x,t), (26)
(e —v0,1) =\ 5 (1) +sign(o)y| i (). )

Here y=1/V1-v%, ¥ =vy(x—xo—0t), F=q(t—v(x—x0)), P and 5 are defined in
(2.2) and sign(x) is the sign function, which returns 1 if x>0, 0 if x=0, and —1 if x <0.
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Figure 1: Dependence of pg on A and v. Left: A=0.9; right: A=0.1.

The function 1 (x —xp,t) represents a solitary wave traveling from left to right if v >0,
or traveling from right to left if v <0, and the standing wave ¢°“(x—xo,t) is actually a
solitary wave at rest placed at x( or identical to **(x—x,t) with v=0.

The profile of the solution (2.2) or (2.5) is strongly dependent on the parameter A: it
is a two-humped solitary wave with two peaks whose locations are determined by

2_A2
cosh(Z\/mz—Azf):mmA if O<A<%;

it becomes a one-humped solitary wave with one peak located at ¥ =0 if 7 <A <m; and
P> (x—xo,t) =0 if A=m. Moreover, the amplitude of the solitary waves also depends
strongly on the velocity v:

o (x—=x0,t) =7pg (%,F).
Fig. 1 shows that dependence, which will give different interaction dynamics, where
po(x,t) denotes the charge density and is defined by

po(x,t) =1 |>+ [y2|*. (2.8)

It is worth noting that el (x — xo,t) is still a solitary wave solution of the Soler model
(1.1), if 8 is a constant.

3 Numerical schemes

For completeness, this section introduces the higher-order accurate RKDG methods ap-
proximating Eq. (2.1).
3.1 DG spatial discretization

For any partition of the computational domain, {x;,j € Z}, we set

1(xj41+x;) forall je Z.

I]Jr% = (Xj,Xj+1) for the

finite element, h].+% =xj41—xj, and Xj1=
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Multiplying two equations in (2.1) by the arbitrary, complex-valued test functions ¢,
and ¢,, whose real parts and imaginary parts all belong to the finite element space V/,
integrating them over the finite element I TRy j € Z, and replacing the exact solution

by its approximation 1, = (41 5,2 ), where the real part and the imaginary part of ¥,
belong to V) too, I =1,2, we may derive by using a simple formal integration by parts as
follows,

/ P lPlh dx+(¢2¢1 )jit1— 1P2¢1 / ¢’2h A L dx

+/ i(m+2Af([p1nl? [onl?)) P1,u¢1dx =0, (3.1)

]*2

0
Wbt (93— () -J, s &

[ o

]
T2
_/1 i(m =228 (1117 [$2,4]%)) P2,u2dx =0, (3.2)
i+
where
Vi={glo(x)e P11, ) if xe L, vieZ}, (3.3)
Pi(1 j +1) denotes the space of the real-valued polynomials on I 41 of degree at most g,

(qbl )i=¢i(x;+0), (¢; )j+1=¢i(xj+1—0), and (1,01-)]- denotes an approximation of ¢;; (x;,t),
i=1, 2 Since the approximate solution ;;(x;,t) is discontinuous at the points x;, j € Z,

we must choose (1;); carefully in order to derive a stable scheme. Usually, (i;); is taken
as a two-point numencal flux, which may be generally represented in the form

(@1);:=hi (3, (xj—0,t), 8, (x;+0,8)),  hi(p, ) =1p;, i=1,2.
In this work, we will restrict our attention to the upwind fluxes, which are defined by
(¢1)j=
(2);=

(P +1); = (2), +(¥2)7), (3.4)
((2); +(2); = (1) + (1)} ), (3.5)

NP DN

where (1) =9;;(x;+0,t), (;); =¢in(x;—0,),i=12.

With such a choice of the numerical fluxes we can show that the semi-discrete DG
method (3.1) and (3.2) for Eq. (2.1) satisfies the discrete lz—stability property [17].

For the actual numerical implementation, we decompose the complex function y;(x, )
into its real and imaginary parts by writing

i) =D +Higi (v ), i=12.
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Under the new notations, the system (2.1) becomes

A +0x s —myp} —2A (| %, [a*) 95
A +0x 5+ + 24 f (|91 [, [a*) ¢
A +0xh +mps =248 (| [, [ ) g5 =
3 +0x s —myph+ 248 (|1 [, |2 ) 5

and the discontinuous Galerkin method (3.1) and (3.2) becomes: find ¢}, ¢; € VZ , such that
for all ¢}, ¢3,¢5,¢5€ V).

[ 910 e (@0 — (0T ) [ 30t dx

/+2 /+2

_/1 (m+2Af ([ 2 191 ?)) i) dx=0, (3.6)

i1
I*+3

[, 0 e 01— iy | i

+f 2R P 410 dx=0, 67)
s e (G (Fi0E = [ 9i09h

#2050l ) yigs d =0, 69
#3303 [ 9i0gi ax

~J, (m=2Agwi )i dx=0 39)

Moreover, we will choose the Legendre polynomials P;(&) as local basis functions, and
then we may exploit sufficiently their L?-orthogonality:

1
LB(C) % (S) d‘j_ZH_l(Slk/ 1<k, (3.10)

to obtain a diagonal mass matrix so that we may construct an explicit discontinuous
Galerkin method approximating the NLD equations. For x € R, we now express our
approximation solution #;, as follows:

Yin(xt) thlﬁl lﬁl()-—xpu+ ((xt), ifxelyy, (3.11)
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where i1=1,2, the superscript z=r or s, and
o7 () =PG1) Gy (3.12)
Pl TG ST Ty ' '

Then, using the local transformation ¢;. 1 (x) =2(x—x;, ! )/hy 1 and the property of the

Legendre polynomials that P;(1) =1 and P;(—1) = (—1)/, we may rewrite the weak for-
mulation (3.6)-(3.9) in the simple form

hii1\ g
+5 r,(1 -~
<Zl]+21>al/»l,§j;<t)+w£,j+1 S Yo () dx
j+

-/ (m+2Af(r¢1,j+%|2,l¢z,j+z|>)¢1]+ (x0¢/ ) (x) dv=0,  (313)

1
I+3

hi1\ g
t2 ! s s L(1
<21]+21>dt¢i](+) (D+9241— (= 1)7%4“/1, ‘/Jz,j+%ax¢fs‘+(%)(x) dx
j+

2t P \¢2]+2\))¢1]+14>+2< x) dx=0, (3.14)

/+2

j+3

My N d o) g 0
21 ) @loie O+ — (-1 )9 - / ll)l]+1ax¢ 1 (x) dx
j+

+/ m— 2Ag(]1,b1]+1|2 |1/Jz]+2| ))¢1]+1(P

J+1

)(x) dx=0, (3.15)

1
2
i1
It3

h d s (£)+95 _(_1)7’\5 _ s 9 S,(l)(x) dx
2171 ) P2t DL Vi L) P1je 09
2

—/I (m—2/\g<’1/’1,j+%‘21‘1/’2,]‘+%‘2))¢i,j+%4’;il)(x) dx=0, (3.16)

1
L1 2
Jt3

and calculate the initial degrees of freedom 1,0?52 1(0) as follows:
T3

2[+1
i =7 [ pi0er ) (dx (317)
T2 j+1 I/’+% J+3

2141 0
V0= /1 O] (3.19)

where j€Z and [=0,---,q. This shows that after discretizing in space by the DG method,
we obtain a systems of ordinary differential equations (ODEs) for the degrees of freedom.
The first integral term in each equation given in (3.13)-(3.16) can be computed exactly. As



S. H. Shao and H. Z. Tang / Commun. Comput. Phys., 3 (2008), pp. 950-967 957

an example, we give its value in (3.13) for the case of =3, as follows:

0

7
z,

z

b4 z,(1) 1’01 !

| v wax=1 2
2(y;

~

(3.19)

(0)
17
y /
O 7 @),

0
1
+
(1 2
j+3 J+3
2 3

Other integrals will be computed numerically, e.g., by using Gaussian quadrature.

3.2 Time discretization

To discretize the ODE system (3.13)-(3.16) with the initial data (3.17)-(3.18), we use the
higher-order Runge-Kutta time discretizations. As shown by Cockburn in [9], when the
polynomials of degree g are used, a Runge-Kutta method of order (g+1) must be used in
order to guarantee that the scheme is stable. In this paper we use a fourth-order non-TVD
Runge-Kutta scheme [19].

If a system of the ODEs is given in a compact form %U(t) = L(U), the fourth-order
non-TVD Runge-Kutta scheme is given as

U(l)zu”+%AtL(u”),

u® :U”—I—%AtL(U(l)),

Lu®) = u”+AtL(u(2)), (3.20)

et % (U(l)—i-ZU(z)+U(3)—U”+%AtL(u(3))> .

4 Numerical experiments

This section gives numerical experiments on the interaction of two or three colliding
Dirac solitary waves with a phase shift. Our computations will work in dimensionless

units, or equivalently, take 7 =1 and A =1, and adopt the non-reflecting boundary con-
ditions at two boundaries of the computational domain. The domain is covered by some
identical cells with area of 0.05. The initial conditions are created in the form of superpo-
sition of two or three isolated solitary waves defined in (2.5).

4.1 Binary collisions

This subsection solves the Soler model (1.1) with the initial data

P(x,0) =% % (x —x;,0) + e % (x— x,,0), 4.1)
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where 0; and 6, are two real numbers, determining the initial phases of corresponding
waves. For convenience, two solitary waves are said to be equal if A;=A, and |v;|=|v,],
and we denote by r(t) and 0(t) the separation and the relative phase between solitary
waves, respectively, especially, 7(0) =x, —x; and 6(0) =6, —6,.

N——A# e
A 75
\ A 70
N—7 e
- Ce
- Ce

X —50 t

Figure 2: Case B1. The time evolution of the charge density po. A;=0.8,A,=0.9, v;=—v,=0.2, §(0) =0,
xp=—x;=10.

270

Figure 3: Case B1. The solitary wave interaction trajectory in the (7,0) plane.

411 Two one-humped solitary waves

Case B1. The first experiment is conducted to reveal that the relative phase of Dirac
solitary waves may change with the interaction. The parameters in (4.1) are taken as
A =08,A, =09, v,=-0v,=0.2, 6,=0,=0, and x, = —x; =10. It means that two initial
waves are unequal, but in-phase and one-humped. Fig. 2 shows the time evolution of the
charge density pg. No overlap happens there. In order to investigate the time evolution
of the relative phase 6(t) in binary collisions, corresponding solitary wave interaction
trajectory on the (7,0) plane is drawn in Fig. 3, where the big black dots denote the initial
positions of the solitary waves in the phase plane, and the arrows represent the motion
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directions. The phase plane plot further demonstrates the above observation because
of the positive separation r(t) for all + >0, and shows that the relative phase of Dirac
solitary waves may vary with the interaction even though two initial waves are in-phase,
and the relative phase 6(t) changes clockwise (anticlockwise) with respect to the time
before (after) the interaction around t =42. It is interesting to investigate the interaction
dynamics of Dirac solitary waves with a phase shift.

Case B2. The second experiment is to investigate the interaction dynamics of two equal
but initially motioning one-humped solitary waves with a phase shift. Some parameters
in (4.1) are prescribed as Aj=A,=0.5, v;=—v,=0.2, 6,=0, and x, = —x;=10. Figs. 4 and 5
show the charge densities for 6(0) =0,77/4,37/4, and 7. It is seen that when 6(0) =7, the
elastic interaction happens and two solitary waves keep their initial shapes and velocities
after their collisions, see the left plot of Fig. 4. In contrast, strong overlap happens when
6(0) =0, see the right plot of Fig. 4. In both cases (6(0) =0 and 1), the charge densities are
always symmetric, but this property will be lost when 6(0) = 71/4 and 377/4, see Fig. 5.

/Q n i n
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22— 25 227 {—25

1.65 — 20 165 —20

11— 15 11— — 15
10 10
05| = © ] 7 :
T I T
-20
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-10 o 10 20 30 -30 -20 -10 o 10 20 30
X X

-30

Figure 4: Case B2. The time evolution of the charge density pg. A;j=A, =05, v;=-0v,=02, 6,=0,
xr=—x;=10. Left: 6, =7, right: 6,=0.
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Figure 5: Same as Fig. 4 except for different 0,. Left: 6, =7 /4; right: 6,=37/4.

The solitary wave interaction trajectories in the (7,0) plane in Fig. 6 show that if two
solitary waves are in-phase and equal initially, they will be also in-phase during the inter-



960 S. H. Shao and H. Z. Tang / Commun. Comput. Phys., 3 (2008), pp. 950-967

action and may fully overlap each other because r(t) may be equal to zero; if two equal
waves are out-of-phase initially, so are they during the interaction, but the overlap does
not happen because r(t) is always bigger than zero; if the initial phase shift is equal to
mt/4, /2, or 37t /4, the overlap does not appear too, and the relative phase varies period-
ically after the collision and anticlockwise. Moreover, when 0(0) increases, the minimum
separation increases too. Generally, the relative phase of 0 and 7t are two limiting cases
in which the corresponding interaction dynamics is the “strongest”. The interaction dy-
namics will vary continuously from a limiting case to another as the initial relative phase
6(0) is taken over the domain [0, 7t].

270

Figure 6: Case B2. The solitary wave interaction trajectories in the (r,0) plane.

Case B3. The third experiment is to investigate the interaction dynamics of two equal but
initially resting one-humped solitary waves with a phase shift. We take A;=A,=0.6, and
x, = —x; =3. The charge density for the case of 6(0) =0 has been given in Fig. 3 of [17],
which was showing a long-lived oscillating bound state. When 6(0) = 7, it is seen from
Fig. 7 that two waves repulse fully each other. So the interaction of two out-of-phase
waves are fully different from that of two in-phase waves. Fig. 8 depicts the solitary
wave interaction trajectories on the (r,0) plane for five initial phase shifts, i.e., 0(0) =
0,7t/4,7t/2,37t/4,7w. Those results further demonstrate the above observation, and show
that the relative phase varies periodically during the whole interaction and anticlockwise.
Similar to the above case, when 0(0)=0 and 7, 6(t) keeps corresponding constant. Notice
that no arrow is added to the trajectory for 6(0) =0 due to the oscillating state.

It is worth mentioning that we have conducted various different experiments on bi-
nary collisions of one-humped waves and can conclude that collapse phenomena cannot
be generally observed in collisions between two one-humped waves. The interaction tra-
jectories in the (7,60) plane can be obtained and are similar to those in Figs. 5 and 8. To
save space, corresponding plots are not given here.
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Figure 7: Case B3. The time evolution of the charge density pg for two initially resting, equal waves. A;=
Ar=06, x,=—x;=3, 0(0)=m.

270

Figure 8: Case B3. The solitary wave interaction trajectories in the (7,0) plane.

4.1.2 Two two-humped solitary waves

Here we study the interaction of two two-humped solitary waves with a phase shift.

Case B4. This case studies the interaction of two equal and initially motioning two-
humped waves and takes A;=A,=0.1, v;=—0v,=0.2, and x, = —x; =10. The computed
charge density for two initially out-of-phase solitary waves presented in Fig. 9 shows that
the final solitary waves keep their initial velocities but with slightly different shapes; col-
lapse does not happen in this case. However, as shown in Fig. 2 in [18], the collapse will
happen if those two waves are in-phase initially. Fig. 10 gives the interaction trajectories
on the (7,0) plane for three initial phase shifts, i.e., 0(0) =t/2,371/4, 7. The results show
that the relative phase is always 7t and no overlap happens if the two initial waves are
out-of-phase. For the other two cases, the relative phase varies periodically after the col-
lision and anticlockwise. By the way, the above phase plane approach is not very suitable
for the case in which the waves collapse or are always oscillating during the interaction.
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Figure 9: Case B4. The time evolution of the charge density pg. Aj=A,=0.1, x,=—x,=10, v;=—v,=0.2,
6(0)=rt.

270

Figure 10: Case B4. The solitary wave interaction trajectories in the (7,0) plane.

Case B5. This experiment considers the interaction of two unequal and initially resting
two-humped waves with a phase shift of 77. The results given in Fig. 11 show that they
repulse each other essentially, and the repulsion force depends on their initial separation.
When two initial waves stand more nearly, the repulsion dominates in their interaction,
thus they move outside fast and cannot re-collide each other, see the left figure in Fig. 11.
But when the separation is relatively big, the right plot of Fig. 11 shows that two waves
first repulse each other, then attract afterwards and collapse. When two initial waves are
equal, at rest, and with a phase shift of 7, we only observe full repulsion which is similar
to that in the left figure of Fig. 11.

Various experiments tell us that collapse happens easily in collisions of two in-phase,
equal, two-humped waves, but it may not appear in collisions between two in-phase,
unequal, two-humped waves, or two two-humped waves with a phase shift of 7.
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Figure 11: Case B5. The time evolution of the charge density p for two initially resting waves. A;=0.1,A,=0.2,
0(0)=r. Left: x,=—x;=4; right: x,=—x;=5.

4.1.3 A one-humped solitary wave and a two-humped solitary wave

In the following we study the interaction of a one-humped solitary wave and a two-
humped solitary wave, which are with a phase shift of 7.

Case Bé6. Fig. 12 shows the computed results for the case of A;=0.1,A,=0.9, v;=—v,=0,
and x, = —x; = 6. We see the quasi-stable long-lived oscillating bound state, which is
essentially same as one shown in Fig. 3 in the paper [18]. Generally, when there is a big
difference between the peak values of two initial waves, macroscopical behavior of the
interaction dynamics is essentially independent on their initial phase shift.

Figure 12: Case B6. Bound state formed in binary collisions between two initially resting, out-of-phase waves.
A=01,A,=09, v;=0,=0, x,=—x;=6, 6(0)=rt.
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Case B7. Fig. 13 shows the computed results for the cases of A;=0.1,A, =0.5 and 0.9,
vy =-0,=0.2, 6(0) =7, and x, = —x; =10. It tells us that collapse may be observed in
collisions between a one-humped solitary wave and a two-humped solitary wave when
they do initially travel face to face, but it may also not happen.
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Figure 13: Case B7. The time evolution of the charge density pg. A;=0.1, v;=—0v,=0.2, x, = —x; =10,
0(0)=rt. Left: A,=0.5; right: A,=0.9.

4.2 Ternary collisions

In this subsection, we study ternary collisions by solving the nonlinear Dirac model (1.1)
with the following initial data

P(x,0) = e 5 (x —x7,0) +e % (x — x,,0) +€ 5 (x — x,,0), 4.2)

where 60}, 0,, and 6, are three real numbers, determining the initial phases of correspond-
ing waves.

Case T1. The first case we consider is collisions of three initially resting two-humped
solitary waves: Aj=A,,=A\,=0.1, v;=v,=v,=0, x,=—x;=10, x,,=0, ;=0,=0, and ,,,= .
The results are shown in Fig. 14. We see from the left plot that the waves first repulse
each other because two neighboring waves are out-of-phase, but after t =100 they begin
to attract each other, and final collision results in collapse. Symmetry of the solutions is
kept very well. The right figure of Fig. 14 gives the charge and energy densities at x =0
as a function of time, pg(0,¢) and p(0,t), where the energy density pg(x,t) is defined by

P (%) =Im (7 0xipa -+ 39:9p1) +m (|9 [ — 2 |*) = A ([ |> — [2|*)%. (4.3)

We observe that before collapse happens, the middle wave is oscillating because of bind
from left and right waves although its displacement seems to be unchanged.

Case T2. The second case is collisions of three initially resting one-humped waves: A;=
Apy=NAN,=050v=0,=0v,=0,x,=—x;,=10, x,, =0, 6, =7, and 6,, =6, =0. The results
are shown in the left plot of Fig. 15. It is seen that the first collision happens between
two right in-phase waves around t =45, and then two faster moving waves are formed.
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Figure 14: Case T1. Collisions of three initially resting two-humped waves: A;=A;;=A,=0.1, x,=—x;=10,
xm =0, 0j=0,=0, 0, = 7. Left: plot of po(x,t); right: plots of p5(0,t) and pg(0,t).

The initially resting left wave begin to be moving towards left due to repulsion between
it and the right waves, and then it is catched up with and interacted by the left moving
wave generated in the first collision around t = 113. Overlapping happens in all two
collisions. If we consider collisions of three initially resting one-humped waves with
A=A\ =NA,=0.6 or 0.9, the interaction does only happen between two right neighboring
in-phase waves, see the right plot of Fig. 15. The reason is that the left-moving (middle)
wave formed in the interaction of two initially in-phase (right) waves is not faster than
the left wave.
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Figure 15: Case T2. The time evolution of the charge density pg. vj=vy,=0v,=0, x,=—x;=10, x;y =0,
0,=m, 0,=6,=0. Left: Aj=A;;=A,=0.5; right: A\j=A;;,=A,=0.6.

5 Discussions and conclusions

This paper has further studied the interaction dynamics for solitary waves of the Soler
model (1.1) by using the fourth-order accurate Runge-Kutta discontinuous Galerkin
method [17, 18] and the phase plane method which was employed for the first time to
analyze the interaction of Dirac waves.
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From our experiments on the interaction of Dirac solitary waves with an initial phase
shift, we observed the following new phenomena: (a) full repulsion in binary and ternary
collisions, and the initial distance between waves is smaller the repulsion is stronger; (b)
repulsing first, attracting afterwards, and then collapse in binary and ternary collisions
of two-humped waves; (c) interaction with one overlap and two overlaps in ternary col-
lisions of initially resting waves, which depends on initial parameter A. Moreover, the
collapse phenomenon cannot be observed in collisions between one-humped waves gen-
erally, but it happens easily in collisions of in-phase, equal, two-humped waves; the
macroscopical behavior of the interaction dynamics is essentially independent on their
initial phase shift, when there is a big difference between the peak values of the initial
waves.

The phase plane method can show the evolution of the relative phase of the solitary
waves during their collisions. In this paper, it was used to further demonstrate some of
the experiment phenomena, and reveal the fact that the relative phase of Dirac solitary
waves may vary with the interaction. Generally, the interaction of Dirac solitary waves
for the Soler model depends on the relative phase between them: if two equal solitary
waves are in-phase or out-of-phase initially, so are they during the interaction; if the
initial phase shift is far away from 0 and 7, the relative phase begins to periodically vary
after a finite time.
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