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Abstract. Animplicit non-linear lower-upper symmetric Gauss-Seidel (LU-SGS) solu-
tion algorithm has been developed for a high-order spectral difference Navier-Stokes
solver on unstructured hexahedral grids. The non-linear LU-5GS solver is precondi-
tioned by a block element matrix, and the system of equations is then solved with the
LU decomposition approach. The large sparse Jacobian matrix is computed numeri-
cally, resulting in extremely simple operations for arbitrarily complex residual oper-
ators. Several inviscid and viscous test cases were performed to evaluate the perfor-
mance. The implicit solver has shown speedup of 1 to 2 orders of magnitude over the
multi-stage Runge-Kutta time integration scheme.
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1 Introduction

The past three decades have seen tremendous development in computational fluid dy-
namics (CFD) as a discipline. CFD is now used routinely to complement the wind tunnel
in engineering design. Nearly all production flow solvers are based on second-order
numerical methods. They are capable of delivering design-quality Reynolds Averaged
Navier-Stokes results with several million cells (degrees of freedom or DOFs) on com-
mercial Beowulf clusters within a few hours.

As impressive as these second order codes are, there are still many flow problems con-
sidered as out of reach, e.g., vortex dominated flows including helicopter blade vortex in-
teraction and flows over high-lift configurations. Unsteady propagating vortices are the
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main features of these flow problems, and second-order methods are usually too dissipa-
tive to resolve those unsteady vortices for a significant distance. The advantage of high-
order methods (order of accuracy >2) over first- and second-order ones is well-known
in the CFD community. Generally speaking, with the same number of DOFs or solution
unknowns, high-order methods are capable of producing much more accurate results.
For problems requiring very high accuracy, e.g., wave propagation problems in com-
putational aeroacoustics, high-order methods have been the main choice. Many high-
order methods were developed for structured grids, e.g., ENO/WENO methods [28],
compact methods [16, 38], optimized methods [34], to name just a few. In the last two
decades, there have been intensive research efforts on high-order methods for unstruc-
tured grids since many real world applications have complex geometries. An incomplete
list of notable examples includes the spectral element method [22], multi-domain spectral
method [14,15], k-exact finite volume method [2,10,17,24], WENO methods [11], discon-
tinuous Galerkin (DG) method [3,7,8], high-order residual distribution methods [1], spec-
tral volume (5V) [20,31,39,41,42] and spectral difference (SD) methods [12,18,19,32,33,43].
Among those methods, some are based on the weighted residual form of the governing
equations, for instance, the DG method. Some are based on the integral form of the gov-
erning equations, e.g., the k-exact finite volume method and SV methods. Others, such
as the staggered grid multi-domain spectral method and the SD method, are based on the
differential form. In fact, the staggered-grid multi-domain spectral method and the SD
method are identical on quadrilateral or hexahedral grids. More comprehensive reviews
of high-order methods are given in [9,40].

When one chooses a particular method for three-dimensional applications, the cost
and the complexity in implementing the method is often an important factor. It is obvious
that methods based on the differential form are the easiest to implement since they do not
involve surface or volume integrals. This is particularly true when high-order curved
boundaries need to be dealt with. We recently developed a high order SD method [32,
33] for the three dimensional Navier-Stokes equations on unstructured hexahedral grids.
High-order of accuracy and spectral convergence are achieved for several benchmark
problems. It was also shown that the wall boundaries must be approximated with high-
order surfaces. An explicit Runge-Kutta time integration scheme [27] was used in the
implementation. Although the explicit scheme is easy to implement and has high-order
accuracy in time, it suffered from slow convergence, especially for viscous grids which
are clustered in the viscous boundary layer. It is well-known that high-order methods are
restricted to a smaller CFL number than low order ones. In addition, they also possess
much less numerical dissipation. Therefore it takes excessive CPU to reach a state-steady
solution with explicit high-order schemes. The computation cost of high-order explicit
methods for many steady-state problems is so high that they become less efficient than
low-order implicit methods in terms of the total CPU time given the same level of solution
error. It is therefore imperative to develop efficient implicit solution approaches for high-
order methods to fully realize the potentials, which is the objective of the present study.

Implicit time-integration schemes are highly desired for improved efficiency since
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they can advance the solution with significantly larger time steps compared with the ex-
plicit methods. Many implicit schemes have been developed and applied successfully
to unstructured grids to accelerate convergence to steady state [4,6,30,36,37] in the last
one and a half decades. In this paper, an efficient implicit lower-upper symmetric Gauss-
Seidel (LU-SGS) solution algorithm is developed to solve both inviscid and viscous com-
pressible flows for the high order spectral difference method on unstructured hexahedral
grids. The original LU-SGS algorithm was developed in [44], and later more efficient pre-
conditioned versions were developed in [6,13]. The main difficulty in the development
is the computation of the element Jacobian matrices, which involve both the solution and
the solution gradients. A numerical approach [5,23] to compute the Jacobian is employed
to avoid the difficulty.

The paper is organized as follows. In the next section, the formulation of the 3D spec-
tral difference method, including both explicit and implicit schemes, is described for a
hexahedral element. In Section 3, several representative test cases are selected to demon-
strate the efficiency of the implicit approach and to study the effects of several parameters
on the convergence rate. Conclusions and possible future works are summarized in Sec-
tion 4.

2 Formulation of multidomain spectral difference method

2.1 Governing equation

Consider the unsteady compressible 3D Navier-Stokes equations in conservative form

written as
0Q JF dG BH_

o Tox Tay Tz
where Q is the vector of conserved variables, and F, G, H are the total fluxes including
both the inviscid and viscous flux vectors, i.e.,

2.1)

F=F-F°, G=G'-GY, H=H'-H".

We employ the non-overlapping unstructured hexahedral cells or elements to fill
the computational domain. The use of hexahedral cells for viscous boundary layers
is preferred over tetrahedral cells because of the efficiency and accuracy. In order to
handle curved boundaries, both linear and quadratic isoparametric elements are em-
ployed, with linear elements used in the interior domain and quadratic elements near
high-order curved boundaries. In order to achieve an efficient implementation, all ele-
ments are transformed from the physical domain (x,y,z) into a standard cubic element
(&,1,¢) €[0,1]3. The transformation can be written as

y | =)Mol vi |, 22)

X K Xi
z i=1 zZ
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where K is the number of points used to define the physical element, (xi,i,z;) are the
Cartesian coordinates of those points, and M;(&,1,6) are the shape functions. For the
transformation given in (2.2), the Jacobian matrix | takes the following form

Cxyz) | et e
I S (&) '

Ye Yy Yg
2z 2y Zg

For a non-singular transformation, its inverse transformation must also exist, and the
Jocobian matrices are related to each other according to

Cx Gy Gz
8(517719) _ |: x 77y 1 ] :]—1‘

6x Gy Gz

a(x,y,z)
The governing equations in the physical domain are then transformed into the compu-
tational domain (standard element), and the transformed equations take the following
form L
0Q OJF oG oH
54—%4—%4—&—0, (2.3)

where
_ F & & & F
Q=II-Q | G| =ll| m 1y 1= G
H Gx Gy Gz H

Let §C =J[(8x,Cy,Cz), §r] =J1(17x,1y,12) and gg =|/1(¢x,6y,¢z). Then we have

f:fogg, G:fogﬂ, H:fogg
with f=(F,G,H).

2.2 Space discretization

In the standard element, two sets of points are defined, namely the solution points and
the flux points. The solution unknowns or degrees-of-freedom (DOFs) are the conserved
variables at the solution points, while fluxes are computed at the flux points. In order to
construct a degree (N —1) polynomial in each coordinate direction, solutions at N points
are required. The solution points in 1D are chosen to be the Chebyshev-Gauss points
defined by

sté[l—cos((s—l/Z)ﬂ/N)}, s=12,---,N. (2.4)

The flux points are selected to be the Chebyshev-Gauss-Lobatto points given by

XS+1/ZI%[1—COS(STL’/N)], s=0,1,---,N. (2.5)
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Using the N solutions at the solution points, a degree N—1 polynomial can be built
using the following Lagrange basis defined as

N _
X)=]] (;_i) (2.6)

s=1,5#i

Similarly, using the N+-1 fluxes at the flux points, a degree N polynomial can be built for
the flux using a similar Lagrange basis defined as

N
X—X
liv1/2(X H ( /2 ) : (2.7)

s=0,52i \XKiv1/2— Xs11/2

The reconstructed solution for the conserved variables in the standard element is just the
tensor products of the three one-dimensional polynomials, i.e.,

Q& m.0)= ZZZQ”k hi(1)-hye(g). (2.8)

k=1j=1i= 1’]1]]"

Similarly, the reconstructed flux polynomials take the following forms:

F(&n.6)= ZZEFerl/z]kle/z &) -hi(n)-hi(c), (2.9a)
1] li=

G(&m.6)= ZZZG;H/NJI )Liva/2(m) e (g), (2.9b)
1] 0i=

H(E1,6)= ZZZHukH/Zh )-hi(1) - lkv1/2(6)- (2.9¢)
=0j=1i=

The reconstructed fluxes are only element-wise continuous, but discontinuous across cell
interfaces. For the inviscid flux, a Riemann solver, such as the Rusanov [26] or Roe [25]
flux, is employed to compute a common flux at interfaces to ensure conservation and
stability. In summary, the algorithm to compute the inviscid flux derivatives consists of
the following steps:

¢ Given the conserved variables at the solution points {@i,j,k}/ compute the conserved
variables at the flux points {Q; 11,2,k Qi j+1/2k Qijk+1/2} using (2.8) (Note that h, (X)) =
5mn)}

e Compute the inviscid fluxes at the interior flux points using the solutions computed
atStep 1, i.e., { 172,k =1,---,N—1}, {Gzl',j+l/2,k'j:1"' -1} {Hl]k+l/2,k 1,---,N—
1};

e Compute the inviscid flux at element interfaces using a Riemann solver, in terms
of the left and right conserved variables of the interface. Given the normal direction of
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the interface 7, and the averaged normal velocity component V,, and sound speed ¢, the
Rusanov flux on the interface is computed with

e 1 o~ }
FZZE[F£+F;2_(’Vn’+5)-(QR_QL).ﬁ.sg}’
éz‘:%[GH@Q—(\V”HE).(QR_QL).ﬁ.gﬂ},
e 1~ B )

i = 2 [ 4 F— (V] +7)- (Qu—Qu) 05 .

e Compute the derivatives of the fluxes at all the solution points according to

oF N~
<%> =Y Fv1oje b n(Gi), (2.10a)
ijk =0
oG N
(a—> =Y Girr12klri1201), (2.10b)
17 i,j,k r=0
oH N
(a—> = Hijre1/2111,2(60)- (2.10¢)
g ijk =0

The viscous flux is a function of both the conserved variables and their gradients, e.g.,

Fizjrl/z,j,k = FU(Qz‘+1/2,j,k/VQz‘+1/2,j,k)-

Therefore the key is how to compute the solution gradients at the flux points. The gradi-
ent of the conserved variables in the physical domain can be easily computed using

VQ:!%! [a(§§5)+a(§5’7)+a(§§€)]. @11)
The derivative along each coordinate direction is computed using

:a<§§g) : o = ﬁ% (Q_’;') Hl/zl].’k‘l;ﬂ/z(‘:)r (2.12a)

—a((ag’fﬂ): " :é (Qgﬂ) i,r+1/2,k.l;+1/2<;7)’ (2.12b)

_a<§f g)_ i’jzé (Q5:),..,1 0 srale) (2:120)

The following steps are taken to compute the viscous fluxes:
e Same as Step 1 for the inviscid flux computations;
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e When computing the derivatives using (2.12), the solution Q at the cell interface is
not uniquely defined. The solution at the interface is simply the average of the left and
right solutions,

Q=(QrL+Qr)/2.

e Compute the gradients of the solution at the solution points using the solutions at
the flux points with (2.11) and (2.12). Then the gradients are interpolated from the solu-
tion points to the flux points using the same Lagrangian interpolation approach given in
(2.8).

e Compute the viscous flux at the flux points using the solutions and their gradients
at the flux points. Again at cell interfaces, the gradients have two values, one from the
left and one from the right. The gradients used in the viscous fluxes at the cell interface
are simply the averaged ones, i.e.,

FP=F((Qu+Qr)/2,(VQL+VQR)/2).

2.3 Time marching

Explicit scheme: Denote the residuals at all the solution points at cell ¢ as R.(Q"). Obvi-
ously, the semi-discrete equation can be written as

an:RC<Qn):_<a_F+a_G+a_H>, (2.13)

ot o¢ Jdy  Od¢

where Q. represents the solutions at the solution points of cell c. A multi-stage TVD
Runge-Kutta scheme is used as the explicit scheme [27].

Implicit scheme: At each cell ¢, using the backward Euler difference, (2.3) can be written
as

An+1 n _ _ B
Q At Q [ C(Qn-i-l)_RC(Qn)} :Rc<Qn)- (2.14)

Let AQ. = Q"+!— Q" and linearizing the residual. We obtain

AQc+ Z

nb;éc

RA(Q"1) ~R(Q") ~ aRC

(2.15)

where subscript nb indicates all the neighboring cells contributing to the residual of cell
c. Therefore, the fully linearized equations for (2.14) can be written as

I aR aR. _
— . AQ,, =R (O). 2.16
(At an> 80 T S5 00n=R(Q) 2.16)
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However, it is expensive in memory to store the full LHS implicit Jacobian matrices.
Therefore, we employ a preconditioned LU-SGS scheme to solve (2.16). The contribu-
tions from the neighboring cells are included in the right hand side, i.e.,

I aRc) (k+1) aRc
R VY6 R.(Q")+ AQn, 2.17)
(At 9Q. % '

where superscript (k+1) is an iteration index, and superscript * indicates the most re-
cently updated solutions. The matrix
I OR.
= ( > (2.18)

Af 90,
is the element (or cell) matrix, which serves as the preconditioning matrix. Eq. (2.17) is
then solved with a direct LU decomposition solver. Since we do not want to store the
matrices 0R./9Q,;, (2.17) is further manipulated as follows. Note that

Qn + Z c(é?/{Q b} + Z

nb;éc nb;éc
%RC<Q?I{QZB}) <ch{an}) QV AQC
~, _& ~,
—R(O") BQCAQC' (2.19)

In (2.19), note that both approximations can be obtained using the first-order Taylor series
expansion. Combining (2.17) and (2.19) together, we obtain

I OR\ (x(kt1) =<K\ _ p [ ~x _A@?
(350 (@-al) =ru@) -5 .20

Eq. (2.20) is then solved with the symmetric forward and backward sweeps. Note that
once (2.20) is solved to machine zero, the unsteady residual is zero at each time step.
For steady state problems, the last term in (2.20) can often be dropped resulting in faster
convergence rate.

2.4 Computation of the Jacobian matrix

Because of the way in which the viscous fluxes are computed, the present SD method also
uses cells, which are neighbors’ neighbors. If the analytical approach is used to compute
the element Jacobian matrix dR./ BQC, the formulation would be complex. Instead, the
following numerical approach is used based on the definition

C({an},éc—l—ei—RC({an},@c)’ (2.21)

Q.
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where ¢ is a small parameter, e.g., e~ || Q.|| x 10~8. This numerical approach is not new,
and was previously used in [5,23]. Although this approach is very easy to implement
for arbitrarily complex residual operators, it is quite expensive because each variable has
to be changed, and the flux be computed. In practice, we have found it unnecessary to
compute the matrix at each iteration. Therefore, we often re-compute the matrix every
40-100 iterations. Numerical tests showed that this matrix-freezing approach did not
significantly degrade the convergence rate to the steady state.

The main memory usage of the block pre-conditioned LU-SGS approach hinges on the
size of the element matrix oR./ a@c, which is dimensioned (5 x order x order x order)2 =
25 x order®. Therefore as the order of accuracy is increased, the memory use is increased
much faster. Just to give a quick reference, for a mesh with 100,000 cells, the memory
required to store the element matrices is 160 MW (mega words) for a 2"4-order scheme
with 800K DOFs, 1.82 GW (giga words) for a 3'd_order scheme with 2.7 million DOFs,
and 10.2 GW for a 4-order scheme with 6.4 M DOFs. For practical 3D computations, it
is probably unrealistic to use implicit schemes higher than 4"-order accurate.

3 Numerical experiments

3.1 Inviscid flow over a sphere

An inviscid flow over a sphere with a free stream Mach number of 0.2535 is selected
as the first test to demonstrate the efficiency of the implicit scheme, and also to study
the effects of CFL number and inner iteration control parameters on convergence char-
acteristics. Fig. 1a shows the computational grid used in the simulation, which includes
768 hexahedral cells. Fig. 1b depicts the Mach number distribution computed with the
4™_order SD scheme.

Both the three-stage Runge-Kutta explicit and the LU-SGS implicit schemes with 2"9-,
3., and 4™-order spatial accuracy were employed in the simulation. The implicit scheme
dramatically accelerates the convergence rate to the steady state for this external flow.
This is illustrated in the Fig. 2, which displays the convergence histories in terms of CPU
time. The convergence rate with the implicit scheme is more than an order of magnitude
faster than the explicit scheme.

Next, we study the effects of several parameters on the convergence rate of the simu-
lation. Obviously the CFL number is an important convergence parameter. In the present
study, the CFL number is computed based on the following power law form and bounded
by the minimum and maximum CFL number:

CFL=MIN(CFLpin-&",CFLmax)

where « > 1 is the amplification factor, and 7 is the iteration number. In the first test,
CFLmin and « are fixed at certain values, while CLE,, is a variable. The effects of CLFax
on the convergence rates are showed in Fig. 3a with CLFyin = 1.0 for the 3'_order SD
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(b)

Figure 1: Sphere grid with quadratic boundary (768 elements) and computed Mach number contours.
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Figure 2: Convergence histories of flow over a sphere with different orders of spatial accuracy.

scheme. The amplification factor is set to be 1.25. It is easily observed that the conver-
gence rate strongly depends on the CFL number. The larger CFL number results in higher
convergence rate. However, we also want to emphasize that a too large CFL number can
sometimes cause the simulation to diverge.

The second parameter on the convergence rate is the number of the inner iterations,
i.e., the number of forward and backward Gauss-Seidel sweeps in the LU-SGS approach.
One sweep is defined to include both the forward and backward step here, and is denoted
by inner_sweep. The unsteady residual in each time iteration step can be driven to machine
zero if inner_sweep is big enough. In the present simulations, inner_sweep=3 is the smallest
number to guarantee stability and convergence to the steady state. In this test, we let
inner_sweep vary and fix the other parameters. From Fig. 3b, it seems that the number
of inner iterations does not strongly influence the convergence rate for the inviscid flow
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Figure 3: Effects of various parameters on the convergence characteristics (a) CFL number, (b) number of inner
iterations, (c) matrix updating frequency, (d) amplification factor.

over a sphere.

In the LU-SGS approach, the computation of the element Jacobian matrix is quite time
consuming since its size is quite large. One idea to improve the efficiency is to freeze this
matrix for several time steps. The frequency in which this matrix is updated is denoted
by F_ITIME. For example, F_ITIME=5 means the element Jacobian matrix is computed
every 5 time steps. Fig. 3c shows the convergence histories with different F_ITIME with
a 3"-order SD scheme. In this test, the inner_sweep is set to be 5, and CFL ranges from 1
to 10°. It can be observed that the bigger F_ITIME results in higher efficiency.

Finally the effect of the amplification factor on the convergence rate is studied. In
this test, varies from 1.25 to 3 with a 0.25 interval. Other parameters are set as follows:
CFLpin=1, CFLpax=10°, inner_sweep=>5 and F_ITIME=40. In Fig. 3d, the convergence
rates are plotted together for 1.25 <« <2.25. It appears the convergence rate does not
strongly depend on the amplification factor when 1.25<a <2.25. However, the simulation
diverges when a =2.5 or & =3.0.
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Figure 4: Grid for inviscid flow over a bump and computed pressure contours at a cutting plane.

3.2 Inviscid flow over a 3D bump

An inviscid flow over a 3D bump was selected to represent internal flow problems. Fig. 4a
shows the computation grid with 3,072 hexahedral cells. Fig. 4b shows the steady state
pressure contours on the middle cutting plane computed with the 4'-order SD scheme.

Both the three-stage Runge-Kutta explicit and LU-SGS implicit schemes were em-
ployed for this problem with 2"4-, 3"d- and 4th-order spatial accuracies. Fig. 5 shows the
convergence histories. From Fig. 5a, we can observe that the convergence to the steady
state is accelerated by more than 20 times using the 2"*-order SD scheme. For 3™- and
4th-order SD schemes, the three-stage Runge-Kutta schemes failed to converge, as shown
in Figs. 5b and 5c.

The effects of other convergence parameters are quite similar to the previous case,
and the results are thus omitted.

3.3 Steady viscous flow around a sphere

A steady viscous flow around a sphere is used here to demonstrate the performance with
the implicit LU-SGS method. The mesh used is the same as in the inviscid flow case.
The Reynolds number based on the diameter was chosen to be 118 since an experimental
streamline picture [35] is available for comparison. The computations were performed
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Figure 5: Residual histories of inviscid flow over a 3D-bump.

(a) Computation (b) Experiment

Figure 6: Comparison of streamlines of the flow field between computation and experiment.

using the 2"d- to 4t-order schemes. The computational streamlines and the size of the
separation region agree well with experimental streamlines, as shown in Fig. 6 using the
4t-order SD scheme. The explicit and implicit schemes are compared in Fig. 7, which
shows the convergence histories in terms of CPU times. For all the tested schemes, the
speedup with the LU-SGS algorithm is more than an order of magnitude and up to 2
orders, fully demonstrating the effectiveness of the implicit algorithm. The implicit SD
schemes of various orders of accuracy are also compared in Fig. 8. Note that the conver-
gence in terms of iterations is nearly order independent. It is also obvious that the CPU
times for high-order schemes increase non-linearly with respect to the order of accuracy.
This is partly because there are far more DOFs in the higher order simulations than the
lower order ones. For example, the simulation with a 3"d_order SD scheme has 3.4 times
the number of DOFs than that with a 2"4-order SD scheme.
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Figure 7: Residual histories in term of CPU times for viscous flow over a sphere.
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Figure 8: Convergence histories in terms of number of iterations and CPU times for various SD schemes.

3.4 Laminar flow over NACAO0012 airfoil

In this test, we consider a subsonic viscous flow problem over the NACA0012 airfoil at an
angle of attack « =07, free stream Mach number M =0.5, and Reynolds number Re=5000.
This is a widely used validation case for viscous flow solvers, and for example used
in [21,24]. The computational grid is displayed in Fig. 9 with 72x24 x 1 cells (72 cells
along the airfoil surface and 24 cells in the radial direction and 1 cell in the span-wise
direction). The grid extends about 20 chords away form the airfoil. The computations
were performed using 2"¢- to 5™-order SD schemes. The wall is assumed to be non-slip
and adiabatic, and is represented by a quadratic patch. The Reynolds number is near
the upper limit for a steady laminar flow. A distinguishing feature of this test case is the
separation region of the flow occurring near the trailing edge, which causes the formation
of a small recirculation bubble that extends in the near-wake region of the airfoil.
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Figure 9: Computational grid (72x24x1) around a NACAOQ012 airfoil.
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Figure 10: Computed Mach number contours using 2"d- to 4t™-order SD schemes.

Fig. 10 shows the Mach contours computed with SD schemes of 27-, 3- and 4th-
order of accuracies. It is obvious that the solution is becoming smoother and smoother
with the increasing order of the polynomial reconstruction, indicating the solution is
more accurate. In fact, the solutions between the 3"- and 4™-order schemes are nearly in-
distinguishable, demonstrating order-independent flow convergence. The convergence
histories of the explicit and implicit 3"d-order SD schemes are plotted in Fig. 11. The
speedup factor in this case is estimated to be more than 2 orders. The residual histories
of different orders of accuracies are again weakly dependent on the order of accuracy,
and are thus not shown. The computed skin friction coefficients with 279- to 4"-order
SD schemes are displayed in Fig. 12. The plot shows a clear convergence of Cy from
the 2nd- to 4t-order prediction. In fact, the difference between the 3. and 4th-order
results is less than 0.5%. An enlarged view near the separation point where Cy =0 is
shown in Fig. 12b. From this figure, we can also obtain the location of the separation
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Figure 12: Computed skin friction coefficient using SD schemes of different orders of accuracy.

point. The 274-, 31- and 4*-order schemes predict the separation point at 88.6%, 81.5%
and 81.4% respectively. Next we compare the present simulation with that performed
in [21,24]. In addition to the separation point, the drag coefficients due to pressure and
friction can also be computed. The comparisons between the present simulation and
those of [21,24] are summarized in Table 1. The 5™-order prediction is also shown to
verify order-independent convergence. Note that the first three decimal places of drag
coefficients and separation point location nearly reached convergence with the 3'-order
SD scheme. In the other two computations, such convergence was not demonstrated.
However, there is a perfect match among the three in the prediction of the separation
point. The maximum difference between the predicted drag coefficients is between 0.4%

t0 2.9%.
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Table 1: Comparison of pressure and viscous drag coefficients and location of separation point between the
present simulation and other simulations in the literature.

Separation
Method NDOFs CDp CDf Point
27d_Order SD 144 % 48 (6,912) 0.02174 | 0.03272 88.6%
3'd-Order SD 216 x72(15,552) | 0.02219 | 0.03250 81.5%
4™ _Order SD 288 x96 (27,648) | 0.02225 | 0.03251 81.4%
5t-Order SD 360 %120 (43,200) | 0.02225 | 0.03251 81.4%

Triangle Scheme x4 =1/64 [21] | 320x 64 x2(40,960) | 0.0225 | 0.0344 83.4%
Triangle Scheme x, =1/128 [21] | 320x 64 x2(40,960) | 0.0228 | 0.0336 82.4%
Triangle Scheme x; =1/256 [21] | 320 x 64 x2(40,960) | 0.0229 | 0.0332 81.4%
Cell Centered FV [24] 256 x 64 (16,384) 0.02256 | 0.03301 80.9%
Cell Centered FV [24] 512 x 128 (65,536) | 0.02235 | 0.03299 81.4%

4 Conclusions

In this paper, an efficient implicit lower-upper symmetric Gauss-Seidel (LU-SGS) solu-
tion algorithm has been developed for compressible flow simulations using a high-order
multi-domain spectral difference method on unstructured hexahedral grids. The LU-SGS
solver is preconditioned by the block element matrix. A numerical approach is developed
to compute the element Jacobian matrix, resulting in straightforward operations for ar-
bitrarily complex residual operators. The implicit scheme has shown 1 to 2 orders of
magnitude of speed-up relative to the multi-stage Runge-Kutta explicit time integration
scheme for several demonstration problems. The issue of shock-capturing is very impor-
tant, and will be discussed in a future publication. Although the method is shown to be
effective, the memory requirement for higher than 4" order schemes is prohibitive as the
element matrix size is equal to (25 x order®). The development of lower-memory solvers
for higher order schemes is a future challenge.
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