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Abstract. Several issues connected with bridging methods for atomistic-to-continuum
(AtC) coupling are examined. Different coupling approaches using various energy
blending models are studied as well as the influence that model parameters, blend-
ing functions, and grids have on simulation results. We use the Lagrange multiplier
method for enforcing constraints on the atomistic and continuum displacements in
the bridge region. We also show that continuum models are not appropriate for deal-
ing with problems with singular loads, whereas AtC bridging methods yield correct
results, thus justifying the need for a multiscale method. We investigate models that
involve multiple-neighbor interactions in the atomistic region, particularly focusing on
a comparison of several approaches for dealing with Dirichlet boundary conditions.
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1 Introduction

Atomistic models such as molecular dynamics are an accepted approach for accurately
describing material processes that occur at the microscopic level. Unfortunately, many
systems of interest involve too many particles to be feasibly treated using such methods.
As a result, approximations to atomistic models that are more efficient yet have suffi-
cient accuracy are of interest. Several approaches have been proposed in that sense; a
particular ambitious approach, called MAAD (“macroatomistic ab initio dynamics”), that
attempts to couple continuum to statistical to quantum mechanics is described in [11].
In general, the methods described in the literature attempt to couple between two scales
(e.g., micron- and nano-scales). Some of the methods apply domain decomposition using
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the same physical description, i.e., the same type of equations, on the whole domain; this
is the case of the quasi-continuum method [10, 13, 14]. Other methods implement do-
main decomposition using different models in different domains, applying some sort of
coupling mechanism between them; some examples of this type of approach are found
in [1-4, 8,15-17]. For a review of multiscale material methods, the reader is referred
to [18-20].

In atomistic-to-continuum (AtC) coupling techniques, an atomistic model is used in
regions where microscale resolution is necessary but elsewhere, a (discretized) contin-
uum model is applied. Several methods were proposed in the manner; for a compari-
son of different multiscale methods for the coupling of atomistic and continuum models
see [9]. The central question in AtC coupling methods is how to couple the models,
taking into account their different natures. In [1, 2, 4], a force-based blending model is
applied to couple atomistic and continuum models. Blending is effected in a bridge region
(also called interface or blending or overlap region) over which the atomistic displacement
is constrained by the interpolation of the continuum displacement. Seemingly, such an
approach over-constrains the system and causes the computational solution to deviate
from what is expected.

Instead, we follow a similar approach to that in [3] and use a Lagrange multiplier
method to enforce constraints, thus reducing the number of constraints. The focus in [3]
is on a comparison between overlapping and non-overlapping domain decomposition
methods, whereas we examine several components of overlapping domain decompo-
sition methods (also called “handshake” models [12]) featuring two different blending
schemes; we also study issues related to the implementation of those methods. In con-
trast to [1], where coupling is implemented at the force level, we blend the models at the
energy level and use the minimization of the blended potential energy to determine the
equilibrium configuration of the system; an approach, called the Arlequin method, for
which the energy of the system is assumed to be shared between co-existent models was
studied in [5-7]. This paper focuses on implementation details and difficulties of AtC
coupling methods. In particular, we study several issues related to the application of an
augmented Lagrange multiplier method, including the effects of nonuniformity of the
Lagrange multiplier grid and the value chosen for the penalty parameter.

Another issue of interest is the application of boundary conditions. In physical sys-
tems, long-range interactions are the general case; therefore, multiple-neighbor interac-
tions have to be implemented. Thus, an appropriate treatment is needed to correctly
describe system interactions near the boundary where only a few atoms are available
for interaction. In this paper, several different approaches for the case of Dirichlet, i.e.,
displacement, boundary conditions, in the context of multiple-neighbor interactions, are
discussed and compared in Section 7.

The outline of this paper is as follows. In Section 2, we present the general framework
of the AtC coupling method, as well as its implementation in one dimension. We describe
the different components of the model as well as a physical interpretation for the energy
blending technique. In Section 3, we introduce the quantitative tools implemented in the
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model analysis, as well as the different choices for some of the model components whose
effects we investigate; in addition, we present an alternative energy blending model. In
Section 4, we present a comparison between the energy blending models, and explain
the correct application of the models to avoid the lack of partial interactions around the
bridge boundaries. In Section 5, we study the convergence behavior of AtC blended mod-
els with respect to the different choices of the model components, including the blending
functions, Lagrange multiplier basis, Lagrange multiplier grid, finite element grid, and
penalty parameter value. In Section 6, we present singular load simulations showing that
the finite element method is not appropriate for the treatment of regions with singular
phenomena, whereas the AtC blended model produces correct results. In Section 7, we
provide means for deriving model parameters for atomistic and AtC blended models for
which one has multiple-neighbor atomistic interactions, and also compare the effective-
ness of different ways to impose Dirichlet boundary conditions in such settings. We also
show that for problems with singular loads, some anomalies can arise in computational
solutions. Finally, in Section 8, we summarize the main conclusions of this research.

2 The model

2.1 The general framework

The general approach to find the equilibrium configuration of a system in the presence
of external and internal forces involves the minimization of the total potential energy.
Because we describe different parts of our domain () using different models, we need to
find a way to combine both the continuum and the atomistic descriptions into a single
potential energy expression. We define (in the reference configuration) three subregions:*

Qg: the continuum region,

Qé”: the atomistic region,

Qb =0MNAOS: the bridge region.
Using blending functions, we determine the contribution to the global potential energy
of each representation (continuum and atomistic) in each subregion.

We can express the total potential energy of the system? as

W= Wint _ Wext’ (21)

where we have the internal potential energy of the system

| 1
wit= [ eX)wdQf+5 T ¥ st (2.2)
0 aeMp ‘BGN,X

TThe atomistic model is assumed to be valid on the whole domain Q, but to make simulations tractable, is
only used in the atomistic region Q{)VI ; the continuum model is assumed to be valid only on Qg.
tWe assume there are no time-dependent effects and our system is at zero temperature.
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and the external potential energy of the system

Wt = /QCé(X)B-ungJr /r g@(X)T«ung—l- Y 0(Xa) X, (2.3)

0 aeMp

Mo = {a|X, € Q)'} is the set of indexes of the atom positions in the atomistic region,
and, for some given ¢ (which represents the length of the interatomic interaction), N, =
{BIXp € Q: |Xg—X,| < £} is the set of indexes of the position of the atoms interacting
with atom «; Wy,p 18 the potential energy of the atomistic bond & —f; w. = w,(F) is the
potential energy per unit volume of the continuum (as a function of the deformation
gradient F); d, = x, — X, is the displacement of the particle « € QY, with x, its position
in the current configuration, and X, its position in the reference configuration; u=u(X)
the continuum displacement of a point at X € Q; £ is the external force applied on the
particle a; I'S the boundary of Q)S; B the external body force (force per unit volume); T
the boundary traction (the dependency of B, T, and u on X is omitted for simplicity); 0, g
an interatomic interaction blending function depending on 6(X), X,, and Xg. The energy
blending functions ¢(X) and 6(X) have the form

0 XeOy\Op" 1 XeQM\opr
g(X) = {X(X) XeQBri and 9<X) = 1_“()() XEQBri ,
1 XeOg\ogt 0 XeQ§\obi

so that ¢(X)+6(X) =1, with a(X) a chosen function. The energy blending functions are
used to divide the energy in the bridge region Q" between the co-existent models, so
that each model contributes partially to the total energy in the bridge region.

To apply displacement constraints between the continuum and atomistic descriptions
in the bridge region, we use the augmented Lagrangian method; in addition to Lagrange
multipliers for constraint enforcement, this method adds a penalty term to the potential
energy. The total potential energy is replaced by the expression

) 1
WALZWmt—WeXt-i-AT-g-i-EpgT'g, (24)

with A ={A,} a vector of Lagrange multipliers for the constraints and g={g, } the con-
straint equation vector. Note that the penalty term is a positive quadratic form; thus,
minimization renders this term small; p is referred to as the penalty parameter.

2.2 A linear one-dimensional case

To better focus on the effects produced by the new approaches, we consider a simple one-
dimensional model with linear constraints. The expressions for the internal and external



P. Seleson and M. Gunzburger / Commun. Comput. Phys., 7 (2010), pp. 831-876 835

energies, i.e., (2.2) and (2.3) respectively, reduce toS

int Xf 1 Al
it — / EX)wedX+5 Y Y Ouptap,
Xi a=1BeN,

ext Xf Xf al ext
W :/ SO0 dX+E(X)Tu| [+ 00X £,
iox=1

i

where Nj is the number of particles in QS’I ; Xi, Xy are the boundaries of the domain. The
linear constraints over the bridge region are given by

gy =u(Xy)—d,=0 VyeF={a|X, €}, (2.5)

i.e., the constraints are applied to atomistic particles in the bridge region. To obtain the
discrete equations, we implement a finite element (FE) method in QO and a molecular
mechanics description in ()}%; thus, we can express the approximate displacement field
u"(X) in Qf in terms of the FE basis functions {w(X)},i=1,---,Ny, as follows:

u(X)~u"(X)= xw. (X)ul, (2.6)

where the uf-‘s denote the FE displacements at the FE nodes, and N, is the number of
FE nodes in Q. The Lagrange multiplier (LM) field is also expressed in term of basis
functions {Ax(X)}, K=1,---,N,, (ultimately resulting in a reduction in the number of
constraint equations)

MX) =) Ax(X) Ak,
K=1

with A the LM coefficients and N the number of LM grid nodes in Q5. A general
picture of our domain (assuming Q) = [X,c], Qf = [a,X/], and Of = [4,c]) is presented
in Fig. 1, with the thin vertical bars representing the FE nodes, the thick vertical bars the
LM grid nodes, and the circles the atomistic particles.

Stable configurations of the AtC blended system are found by minimizing the energy
(2.1), subject to the constraint (2.5), i.e., by solving the following set of equations:

BWAL_ L BWAL_ . oWar
au? _OI]_ll /Nu/ ad@ _Olg—ll /Nd/ aAL

=0;L=1,--,Ny. (27

$The integrals in the continuum region Qg are extended to the entire domain, i.e., Q= [X;, X f], since the
energy blending function ¢(X) vanishes outside Qg.
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Figure 1: Atomistic-to-continuum coupling multiscale grid showing the atoms (circles), finite element nodes
(thin vertical bars) and Lagrange multiplier grid nodes (thick vertical bars). Three regions are defined in the
entire domain (0=[X;, Xy]: the atomistic region QM=1[X;,c], the continuum region QC:[a,Xf}, and the bridge

region an [a,c] where both the atomistic and the continuum models co-exist.

The resulting system of equations is

X 8 c N B} Ny
/X Z(X awh X+ (ZAK(X’Y))\K> Wl (X)) +p Y (Zw{?(xﬂy)u;ﬁ_dW) WH(X,)
i TEF \K=1 yeF \i=1
:/;f é(X)B(X)wj?(X)dXJrg(X)T(X)wj?(X)(zf, j=1,...,Ny,
1 Na aww
Egﬁg bub o, dd; EAK Xo)AkIF(0) Z;w (Xg)uf —dg | 1() (2.8)

=0(Xp) e, =1,...,Ng,
Y AL(X,) <Zw?(X7)uf’—d7> =0, L=1,...,.Ny,
i=1

yeF
where the indicator function

If(é):{ 0 itieF 29)

and F is defined in (2.5). Above and in the remainder of the paper we adopt the con-
vention of using Greek subscripts, i.e., a,B,7,, to refer to atom numbers, Latin lowercase
subscripts, i.e., i, to refer to FE node numbers, and Latin uppercase subscripts, i.e., L,K,
to refer to LM node numbers.

There are several choices we have to make in order to implement our model; in the
following, we present the main choices and relations for our model components.

FE basis functions. We approximate the displacements of our system in the continuum
region through a FE method. The standard “hat” functions are chosen as a basis for

TFor the unknowns corresponding to the displacements of the first atom and the last FE node, we replace
the equations by Dirichlet boundary conditions, i.e., d; =u(X;) and u/! N, =U (X;]’\,u) respectively, with u(X) the
exact solution of our problem. In addition, in the case of nearest- nelghbor interactions, the last atom of the
atomistic region of the AtC blended system, i.e., x = Ny, is supposed to interact with a particle at the position
XN,;+1= XN, +s, where s is the atomistic spacing; the position Xy, 41 is in the continuum region beyond the
atomistic region of the AtC blended system, i.e., Qg\Qgri, thus, an appropriate treatment in this case would
be to assume the displacement dy;, 11 of a particle at X, 11 is obtained by the interpolation of the continuum
approximation at that point (see Section 7.2.1).
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continuous piecewise linear functions with respect to a grid {X]h bj=1,-,Ny:

X-XP n n
W for X]71§X§X]
w?(X) =91 ]; w]h(X) =0 otherwise.
+1 h h
X,{ X7 for X! <X<X]Jrl

j+1T

Potential energy. We choose a linear elasticity model for the potential energy density w,,
and, accordingly, a linear spring model for the atomistic potential w, g:

1 (du\? 1K )
wC:EKC <ﬁ) y wa,ﬁzi?a(dﬁ_dw) ; (2.10)

with K. the elastic modulus, K, /s the spring constant, and s the atomistic spacing; we
assume a nearest-neighbor interaction, i.e., w, g=0 for |3—a|#1. Furthermore, symmetry
of the interatomic interaction blending function is assumed, i.e., 6 s =0p4-

The atomistic and (discretized) continuum models result in the same elastic energy;, if
we choose K. =K, for a nearest-neighbor atomistic interaction, a uniform FE grid with a
resolution identical to that of the atomistic system, i.e., AX=s, and a basis of continuous
piecewise linear functions for the FE method.

Discretized system. A more specific discretized system of equations is obtained by ap-
plying our continuum and atomistic interaction models (2.10) into the system of equa-
tions (2.8); then, we obtain, for the case of a nearest-neighbor interaction and piecewise
linear FE basis functions, the discretized system of equations (2.11)-(2.13).

{_KC</X;( C(X)dX> (XI—xI)? NG = ‘ Xv)}“?l

- i i v€F
X! | 1

o (A o) e (1 “X)“)m
+p ) (w?(Xﬁ)z}u]

veF

) /X]h : (X]h+1—Xh) Pygw]ﬂ Willy) (Hjm

—p Y wi(X,)d +Z (EAK(Xy)w]h(XA,)) Ak

reF YEF

:/;fC(X)B(X)w;’(X)dX-i—C(X)T(X)w;?(X)‘X; j=1,2,-,N,, (2.11)
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K K K
_904,04—1 <?a> dac—l+ I:(Qac,ac—l+6a,fx+l) <?a> +p1}'(0‘)] dzx_ezx,oc—i-l <?a> dac—H

N, N, _
—p YW (X)ulTr(a)— Y Ak(Xe) ALz (a) =05 a=1,2,-,Ny, (2.12)
i=1 K=1
Ny
Y ( Y AL(XV)w?(X7)> ul = Y AL(Xy)d,=0; L=12,-,N), (2.13)
i=1 \yeF yEF

with 0, =6(X,).

2.3 A physical interpretation for energy blending

So far we have presented a model based on energy blending. Once an energy blend-
ing form is imposed, the minimization of the potential energy provides the equilibrium
configuration in the presence of external forces, given an internal potential energy func-
tion. In order to give a possible physical interpretation to our blending scheme, we start
from a modified version of the continuum equilibrium equation, introducing the energy
blending function ¢(X) in a particular way as follows:

d

2 ECOP(X) +E(X)B(X) =0. @14

In the case of hyperelastic materials, the Piola stress is given by P = %—‘;, with ¥ =¥ (F)
the strain-energy function and F = I+Gradu the deformation gradient. In our one-
dimensional case,

B 1 (du)\? 1 ) oY du
‘F:wC—EKC(d—X> —EKC(F—l) ; P_ﬁ_KC(F_l)_KCd_X' (2.15)
Let us develop a numerical scheme using a FE method, starting from the equilibrium
equation

e (200K ) +ex)B0

Multiplying by the test function w;Z (X), integrating and then using integration by parts,
we obtain

[ a0k why (xax= |

Xi Xi

0.

X5 3 n X5
E(X)B(X)w! (X)dX+E(X)T(X)w! (X) ‘X . (2.16)

i

with T=K, g—?{ the boundary traction (in the 1-D case, T=4P). Assuming the displacement
is approximated by a FE interpolation, i.e., u(X)~ u"(X) as in (2.6), we can rewrite (2.16)
as

—T
—~
>
~—

[ 500 0eax= [ e0BEO(X)dx + () T(X)e]
i ] i
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this is the contribution of the continuum model to the system (2.8). In (2.14), a blending
was introduced in the physical quantities of the system; thus, it can be interpreted as
a change in the elastic modulus, i.e., K. — {(X)K,, and in the body force, i.e., B(X) —
¢(X)B(X); therefore, those components change from a full contribution in the continuum
region O \ Q5™ to a null contribution in the atomistic region Q) \ Qpr.

3 Model analysis components

Below, we analyze our model performance in terms of the errors of the AtC blended
model when compared to a pure-atomistic one. We investigate the sensitivity of the re-
sults with respect to several components of our model, i.e.,

1. energy blending functions form in the bridge region: linear vs. cubic,

2. form of the interatomic interaction blending function,

3. Lagrange multiplier grid properties: uniformity and resolution,

4. Lagrange multiplier basis functions choice: piecewise linear vs. constant,

5. finite element grid resolution,

6. penalty parameter value.
For these purposes, we introduce, in Section 3.1, some quantitative tools. In Sections 3.2-
3.5, we provide different implementation choices for some of the model components, i.e.,
points 1-4 of the list above. Then, in Section 3.6, we discuss an alternative AtC blended
model.

3.1 Quantitative measurements

Total error. We are interested in measuring the global error of our numerical simulations.
Assuming the pure-atomistic model gives the correct solution for our system, we would
like to calculate the error of the simulations produced by our AtC coupling methods in
comparison to the pure-atomistic one. In the region [Xj,c|, we compare the displacements
between the atoms in the pure-atomistic and the AtC blended models, whereas in (¢, X f],
the comparison is between the displacements of the atoms in the pure-atomistic model
and the interpolation of the FE solution of the AtC blended models at the same positions.
The calculation of the error € is done using the L,-like norm

Ny N 172
e (%Z(da—ua)z-i-% y (uh(Xa)—uay) , (3.1)

a=1 a=Ny+1

with N the total number of atoms in [X;, X f] in the pure-atomistic model, N; the number
of atoms in [Xj,c], i.e., the number of atoms in the atomistic region of the AtC blended
model, d, the displacement in the AtC blended model of the atom which was originally
at the position X,, u, the displacement in the pure-atomistic model of the atom originally
at the position X,, and u"(X,) the FE approximation of the continuum displacement at
the position X,.
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Cauchy strain. Deviations of the displacements for the case of smooth external forces
can be relatively small in the sense that it is difficult for the eye to perceive them. An
alternative way to visualize those deviations is through the slope of the displacements,
i.e., the Cauchy strain. We measure the strain at X; as e(X;) = (u(Xj41) —u(X;))/(Xis1 —
X;). This is applied to the atomistic displacements of both the pure-atomistic and AtC
blended models as well as to the FE approximation of the continuum displacement in the
continuum domain of the AtC blended model.

3.2 Energy blending functions

One choice for the energy blending functions ¢(X) and 0(X) is piecewise linear functions:

0 X<a,
X_
{x)={ == as<X<q (3.2)
1 X>c,

with 8(X)=1—¢&(X). This choice is not C'-continuous because the derivatives are discon-
tinuous at the boundaries of the bridge region, i.e., at X=a and X=c. To see if a smoother
transition improves the accuracy of AtC simulations, we also use piecewise cubic functions
with the requirement of C'-continuity on [X;,X(], i.e., &(a) =0, &(c) =1, &'(a) =0, and
&'(c) =0. Using these conditions, we obtain the piecewise cubic blending function

0 X<a,
I(X)=q axr’+px*+yx+6 a<X<c (3.3)
1 X>c,
with ) 5 :
=T 7. 3 — A == = — 2 —
= (c—a)3’ p 2"‘(“+C)/ y=3wac, I ya (a—3c).

The reason we consider cubic as well as linear blending functions 6 and ¢ is that the
C! continuity of the cubic functions forces 6 (respectively, ¢) to be small, relative to the
linear case, in the bridge region near the continuum (respectively, atomistic) boundary
X = ¢ (respectively, X =a). This results in a weakened effect of the atomistic (respec-
tively, continuum) model in the bridge region near the continuum (respectively, atom-
istic) boundary which is perhaps desirable because presumably we want the continuum
model to dominate in the bridge region near the continuum boundary and we certainly
want the atomistic model to dominate in the bridge region near the atomistic boundary:.

3.3 Interatomic interaction blending function

We use two different options for the interatomic interaction blending function 6, g in the
atomistic region; each one is consistent with a different integration rule for the integral,
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which contains the energy blending function ¢(X), in the continuum portion of Wt. To
show these relations, we start from the discretized continuum equation (2.11), set p =
0, and avoid the terms corresponding to the constraints, in order to focus only on the
contributions from the internal and external energy expressions; the term containing the
traction is neglected because we look at the internal nodes. The expression obtained is as
follows:

X! ult —ul X! VLI
- ! S et S i+ A1
Ke (/x]h]é(x)dx> (Xh—XI )2 K </x; g(X)dX) (X1, — X2
X
~ [ e0BOOw] (X)dx. G4

Trapezoidal rule. Using the trapezoidal quadrature rule for the integrations, we get

h

. . uh — . . uh —uh
_KC(€]—1+§]> j—1 ]_KC<§]+€]+1> j+1 ]:CjB(X]h)h,

2 h 2 h

with {;=¢ (X]h ), where we have used a uniform FE grid with resolution /. Assuming h=s
and j=a, we can write the equivalent expression for the atomistic interaction:

K, <9a12+904> (d,x1s—d“> _K, <9a+29a+1> (duz+1s_dlx> IG“fEXt.

This gives some insight for the choice of 8, 5= %(9“—1—%) ; we refer to this interatomic
interaction blending function approach as the “average” rule. Furthermore, we obtain
the relations K, =K. and &X' =B(X,)s that are implemented through our model.

Midpoint rule. We now consider (3.4) with a midpoint quadrature rule to approximate
the integrals/ to obtain

Xh_1+Xh uh_l—uh Xh-i-Xh_H uh+1—uh

2 h 2 h

Similarly to the “average” rule derivation, we obtain the “midpoint” rule for the inter-

atomic interaction blending function, i.e., 6, 3 =6 ( 2055,

3.4 Lagrange multiplier grid: uniformity and resolution

We investigate the sensitivity of the AtC blended model on the number of LM grid nodes
and the difference between the results obtained when using uniform and nonuniform

IWe use the midpoint rule for the integrals on the left-hand side of (3.4), but still use the trapezoidal rule for
the integral on the right-hand side.
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(a) Uniform LM grid (b) Nonuniform LM grid

Figure 2: Comparison between a uniform (a) and a nonuniform (b) Lagrange multiplier (LM) grid. The LM grid
nodes are represented by the thick vertical bars; the thin vertical bars correspond to finite element grid nodes,

and the circles to atoms. The region [a,c] represents the bridge Qgri.

LM grids. The idea behind the implementation of a nonuniform LM grid is to strongly
constrain the atomistic displacements by the continuum approximation near the con-
tinuum region QF \ ™, whereas leaving the atoms less constrained close to the atom-
istic region Q)\ Q5. To achieve that, we choose the number N, of LM grid nodes; let
AX=(c—a)/(N)y—1), with [a,c] the bridge region, and, for a uniform grid, simply choose
the grid points

X)(i)=a+AX(i—1), i=1,---,Nj. (3.5

For the nonuniform grid, we apply a mapping to (3.5) so that

}?A(i):a—l—(c—a)sin(gW), i=1,--,Ny

determines the LM grid points. In Fig. 2, we present, for illustration, a comparison be-
tween a uniform and a nonuniform LM grids, implemented on an AtC coupling multi-
scale grid with N;=100, N, =10, and N, =7; the bridge domain is [a,c] =[0.4,0.6]. In this
example, equivalent pure-atomistic and pure-continuum FE grids would have 167 atoms
and 16 nodes respectively, in the entire domain, i.e., [0,1], resulting in 11 atoms per finite
element.

3.5 Lagrange multiplier basis functions choice: piecewise linear vs. constant

We use two different approaches for the LM basis functions: piecewise constant and
piecewise linear, and see how the results compare. Note that the number of LM basis
functions is one less for the piecewise constant choice than for the piecewise linear choice,
i.e., we have one less equation in our system.
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3.6 Blending models

Model I. The approach we started from is a blending of the energy in the form of (2.2)-
(2.3) with the total potential energy given by (2.1). We have shown, in the one-dimensional
case, that, in the continuum, this is consistent with introducing the energy blending func-
tion {(X) in the equilibrium equation as a change in the elastic modulus and in the body
force as in (2.14). In [1], it was shown that a blending similar to the one presented in
Model I leads to the satisfaction of Newton’s third law.

To make the system of equations we are dealing with more clear, we write down the
contributions of the internal and external potential energies to the discretized equations
(2.11) and (2.12), i.e., we neglect the LM and penalty expressions. Using a trapezoidal
rule for the integrals on the left-hand side (assuming a piecewise linear energy blending
function (X)) and correspondingly the “average” rule for the interatomic interaction
blending function we obtain

Git¢i K, I git¢i1 K, Git¢itt K, I
B 2 Xi_xh Y1t 2 Xi_xi )" 2 X x| M
( j ]71) ( ] ]71) ( j+1 ])
§j+5j+1> K, I /Xf I h
- W= [ EX)B(X) W (X)AX+T(X ) (X;),
(% e / R
j:1/2/"'/Nu, (3.6)
o 6a+61x—1 & 904"‘904—1 9a+9a+l &
(B2 ) (5o [ () + (B2 (%)
_ (%) (%) doi1=0,f>; a=12,---,Ng. (3.7)

In addition, the discretized continuum equation (3.6), in the limit of the atomistic resolu-
tion, assuming K. =K, and B(X,)s= f* (implementing the trapezoidal rule for integrat-
ing the right-hand side and neglecting the traction term), adds to the atomistic equation
(3.7) to give the pure-atomistic force balance equation, i.e.,

K K., K §
_?uda—l‘i‘z?ada_?adm—l: ; ‘. (3.8)

Model II. A different approach for the blending of the continuum and atomistic mod-
els is obtained by letting the energy blending functions multiply the whole equilibrium
equations. The continuum expression is

00 { 5 (P()) +B() =0 . 39

"'(X) and integrate; using integration by parts and

]
applying the explicit form of the nominal stress appearing in (2.15), i.e., P(X) = ch—?{, we

We multiply (3.9) by the test function w
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get

/ng(X)K 5}”(< "' (X) dX+/XfI< I (X)wh(X)dx

X
" (3.10)

i

Xf h
_ / Jw! (X)dX+E(X)T(X)w! (X)

that is similar to (2.16) but with an extra term, i.e., the second term on the left-hand side
of (3.10). A discretization of (3.10) is

K K K
—67 ul |+ 4 : L S Sy
]< Xh ) j—1 ] (X]}-I_X]h,l) (X]thl—X]h) ] (X]h+1 X]h) j+1
Xf .
:/X_ CXOB(X)w] (X)AX+T(Xp)w] (Xp) s j=12,,Nu, (3.11)

assuming a piecewise linear energy blending function ¢(X), and taking its derivative as
¢(X)=(—¢j-1)/ (X} =X} ;) for X€ (X, X} ;). In the atomistic region, the correspond-
ing expression is obtained by multiplying the pure-atomistic force balance equation (3.8)
by 6,. The resulting equation is

—9“%51,,‘,1 +26, %d“ - 9“%51“1 =0,f>; «=12,---,N,. (3.12)
Notice that we have implemented the continuum and atomistic interaction models ap-
pearing in (2.10). In the case of a nearest-neighbor interaction, and assuming a FE grid
resolution identical to the atomistic one, it is possible to show that Newton’s third law
is satisfied when taking into account both the atomistic and continuum force contribu-
tions to each atom/node. In particular, under those assumptions, adding the atomistic
and discretized continuum expressions, i.e., (3.11) and (3.12), results in the pure-atomistic
force balance equation (3.8).

The atomistic and continuum contributions to the equilibrium/force balance equa-
tions, both in Model I and Model 1II, add, under appropriate assumptions, to the pure-
atomistic force balance equation (3.8). This motivates the following statement. The
AtC blended model can be reduced to a pure-continuum FE approximation with a non-
uniform mesh. This can be obtained if we choose, in our AtC blended model, the same
FE grid resolution in the bridge region, as in the atomistic model, i.e., X]h —X]}.’_1 =s for

X;?,X;?_l S Qgri, and a particular quadrature rule for the right-hand side, so that the exter-
nal forces in the continuum and atomistic models are the same (see, e.g., the trapezoidal
rule in Section 6.2); in addition, we choose K; = K.. In this case, the resulting model
can also be obtained by using a FE method with a non-uniform mesh, with a resolution
identical to the atomistic one in the atomistic region, i.e., in OM while a different reso-
lution is used in O \ Q5 (equal to the one chosen for the FE approximation of the AtC
blended model in that region). Whether a similar connection can be made in the case
of a multiple-neighbor atomistic system and higher-order FE approximation, is an open
question.
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Figure 3: Multiscale grid composed of atoms (circles) and finite element (FE) nodes (vertical bars). The FE
grid resolution is identical to the atomistic one; there is no atom on the right boundary of the bridge region.

The domain of the problem is = [0,1], and the bridge region is chosen as Q5" = [a,c] =[0.5,0.7].

4 Comparing Model I and Model II in the bridge region

In this section, we focus on the bridge boundaries, in order to point out some differences
between Model I and Model II. For that purpose, we run a particular case for which the
FE nodes overlap the atoms in the bridge region, but there is a missing atom at the last
FE node of the bridge region, i.e., no atom is present on the right boundary of that region.
The grid looks as in Fig. 3, with 21 FE nodes in Qg =[0.5,1], and 28 atoms in Q{)VI =1[0,0.7].
The atoms inside the bridge region correspond to atoms having the reference positions
{Xu}, & =21,---,28, and the FE nodes that overlap them correspond to the FE nodes at
{X]h}, j=1,---,8. We take a close look at the assembled matrix for our discretized sys-
tem of equations; in the assembled matrix A, the rows are ordered such that the first N,
rows correspond to the FE equations, the following N; rows correspond to the atomistic
equations, and the next N, rows correspond to the constraints. We examine the resulting
matrix after adding A(42:49,42:49)+ A(1:8,1:8), i.e., the sum of the contributions to the
atoms/nodes in the bridge region; this contributions arise from the rows 1 to 8, corre-
sponding to the FE nodes in the bridge region (i.e., the first 8 FE nodes in Qf) and from
the rows 42 to 49, corresponding to the atoms in the bridge region (i.e., the last 8 atoms in
Qéw). In this numerical example, we used the following model choices: N, =21, N; =28,
N,=2,a=0.5,¢c=0.7, p=0, piecewise linear ¢(X), and piecewise linear Ay (X). Models I
and II both produce the matrix entries

80 —40 0 0 0
—40 80 —40 0 0
—40 80 —40 0
—40 80 —40
0 —40 80 —40
0 0 —40 80 —40
0 0 0 —40 80 —40
0 0 0 0 —40 80

0
0
0
0

o O O OO
o O O O oo

In both models, the sum of the contributions of the discretized continuum equilibrium
equation and the atomistic force balance equation is consistent with the pure-atomistic
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interaction expression
K K K

- _aduzfl +2_ad“ - _adszrlz
s s s
with K; =1.0 and s =1/40; the total number of atoms in a pure-atomistic model having
the same resolution is 41.

Right boundary. We look at the assembled matrix A of the system, but this time only at
the continuum contributions. We focus on the elements corresponding to the first 10 FE
nodes of the continuum region, including eight overlapping FE nodes, a FE node at the
right bridge boundary, and a FE node inside the continuum region outside the bridge
region, i.e., Qg\Qgri ; this corresponds to the matrix block A(1:10,1:10).

For Model I, we have the matrix block

25 =25 0 0 0 0 0 0 0 0
—2.5 10 —-75 0 0 0 0 0 0 0
0 =75 20 —-125 0 0 0 0 0 0

0 0 —125 30 —-17.5 0 0 0 0 0

0 0 0 —175 40 -225 0 0 0 0

0 0 0 0 —-225 50 =275 0 0 0

0 0 0 0 0 —275 60 —325 0 0

0 0 0 0 0 0 —325 70 =375 0

0 0 0 0 0 0 0 —-375 775 —40

0 0 0 0 0 0 0 0 —40 80

The first 8 rows correspond to FE nodes that overlap atoms in the bridge region, thus we
know that they have a complementary contribution from the atomistic expression (and
we have verified that the continuum and atomistic contributions add together to the same
pure-atomistic system interaction values). Row 9 is a FE node in the bridge domain (on
the right boundary), but without an overlapping atom. Because of the energy blending
function &(X), the elements A(9,8) = —37.5 and A(9,9) =77.5 have values with smaller
absolute value than those corresponding to the pure-atomistic model (which should be
the same as the elements A(10,9) = —40 and A(10,10) =80, respectively), whereas there
is no complementary atomistic contribution.
For Model II, we have the matrix block

0 0 0 0 0 0 0 0 0 0
-5 10 =5 0 0 0 0 0 0 0
0 -10 20 -10 0 0 0 0 0 0
0 0 =15 30 -15 0 0 0 0 0
0 0 0 -19 40 -19 0 0 0 0
0 0 0 0 =25 50 -25 0 0 0
0 0 0 0 0 =30 60 —-30 0 0
0 0 0 0 0 0 =35 70 =35 0
0 0 0 0 0 0 0 —40 80 —40
0 0 0 0 0 0 0 0 —40 80
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In this case, the FE node 9 has the correct interaction values.

In contrast to Model II, Model I suffers from an imbalance of the interaction values
on the right boundary of the bridge region, because the blending is performed using an
average of energy blending functions evaluated at different points; the lack of presence
of an atom at the right boundary of the bridge region produces, as a result, only a partial
contribution from the continuum model. Forcing the presence of an atom at the right
boundary of the bridge region resolves this imbalance problem.

Left boundary. The problem appearing on the right boundary of the bridge region, cor-
responding to the system illustrated in Fig. 3, motivates a similar study in relation to the
left boundary, but this time, for a general AtC configuration. An analogous problem to
the one occurring at the right boundary of the bridge region, where the interaction arises
only from a partial contribution of the continuum model, can occur on the left boundary
of the bridge region; in particular, beyond it, but close to the bridge region, the atomistic
contribution is only partial (because of the interatomic interaction blending function 6, g)
and there is no additional contribution from the continuum model. Atoms inside the
bridge region have partial contributions from each of the atomistic and continuum mod-
els; that is not the case for atoms outside the bridge region, which have only an atomistic
contribution. In Model I, the interatomic interaction blending function 6, s has an aver-
aged form; thus, atoms outside the bridge region, but still interacting with atoms inside
the bridge region, have an interaction weighted by 6, g <1, giving a smaller contribution
in comparison to the pure-atomistic model.

In order to illustrate this, we examine the atomistic equation (3.7), for a given particle
«, where the “average” rule is used for 6, g. Assuming X, € [X;,a] and X, 1 € (a,c], then
0y =041 =1, whereas 6,1 <1. We then obtain

K K K 1 K
(22 (0 (0 )= 3000 ()

thus, an extra “artificial force” term appears on the right-hand side. A way to avoid this
problem is to set the interatomic interaction blending function 6, 5 =1 in the atomistic
force balance equation in (2.8) corresponding to atoms in the atomistic region outside the
bridge region, i.e., atoms with an index { & F.

5 Convergence studies

In this section, we analyze, through computational experiments, the performance of mod-
els and their dependence on parameters, using two basic settings:
I. Zero-load case: B(X)= 0; di=u(X;)=0; uly =u(Xs)=1,
I1. Constant-load case: B(X)=10; dy=u(X;)=0; u};\,“ =u(Xy)=0,
where u(X) represents, in this case, the exact solution of our problem. In order to avoid
boundary issues, we place an atom on the right boundary of the bridge region and use an
interatomic interaction blending function 6, =1 for atoms in the atomistic region outside
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Figure 4: Comparison of the displacement profiles between the different models: atomistic-to-continuum (AtC)
blended (with an atomistic solution in [Xj,c]=[0,0.64], and a continuum finite element (FE) approximation in
[a,Xf] =[0.4,1.0]), pure-atomistic, pure-continuum FE, and the PDE fKC% =B(X), for a zero-load case (a)
and a constant-load case (b). The parameters used for the simulations are given in Table 1 along with Ny =7,
N, =21, and p=1, using a uniform Lagrange multiplier (LM) grid for Model II; a piecewise cubic energy blending
function ¢(X) choice with the “average” rule (cf. Section 3.3) is implemented together with a piecewise linear
LM basis functions Ay (X). In addition to the displacement profiles, the multiscale grid is shown in the plots,
with the circles representing atoms, the thin vertical bars FE nodes, and the thick vertical bars LM grid nodes.
The plots show a qualitative agreement between the models.

the bridge region, i.e., Q)\ Qf". The parameters used in common for the simulations in
Sections 5.1-5.3 are given in Table 1.**

Table 1: Model parameters for convergence studies.
Nd X,‘ a c Xf KC Ka
12910004 064 |1.0]| 1.0 1.0

Qualitative results comparing the displacement profiles of the pure-atomistic model,
the AtC blended model (with an atomistic solution in [Xj,c], and a continuum FE ap-
proximation in [a,X¢]), the pure-continuum FE model, and the exact solution of the PDE

—ch% =B(X) are presented in Fig. 4; a qualitative agreement is found between the dif-
ferent models. In the following sections, we investigate the error convergence as a func-
tion of different parameters, treating all possible combinations of the choices for the LM
basis functions (A (X) piecewise linear or constant) and the energy blending function

(¢(X) piecewise linear or cubic).

**The value of c=0.64 is chosen so that we obtain a FE node at the right boundary of the interface.
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Figure 5: Total error of the atomistic-to-continuum blended model as a function of the number of Lagrange
multiplier (LM) grid nodes N,, for different cases, for the zero-load case. The plots (a, b, ¢, d) present different
combinations for the choice of LM basis functions Ap(X): piecewise constant (p.const) or piecewise linear
(p.linear), and the choice of the energy blending function ¢(X): piecewise linear (p.linear) or piecewise cubic
(p.cubic). On each plot, the results of 6 simulations are shown, as it is described in the label of the figure;
“uniform/nonuniform” refer to the LM grid (cf. Section 3.4), “midpoint/average” refer to the choice of the
interatomic interaction blending function 6, g (cf. Section 3.3), and "Model |/Model II" refer to the energy
blending model (cf. Section 3.6). Figures (b,c,d) use subplots because of the large differences in magnitude
of the errors (y-axes) between the results of Model | and Model Il (the results of Model | appear in the top
plot of each subplot, whereas the results of Model Il appear in the corresponding bottom plot). Notice that in
(a,c) there is an overlapping between the results of the “average” and “midpoint” rules, both in the case of a
uniform and nonuniform LM grid, for Model |; as a consequence (a,c) seem to present only 4 curves, instead of
6. In (b,d) a similar behavior, though not identical, results from the “midpoint” and “average” rules in Model
l.

5.1 Lagrange multiplier grid resolution

We investigate the error behavior of the AtC blended model as a function of the num-
ber of LM grid nodes; we use in this case the values N, =21 and p=1. For the zero-load
case, the results are shown in Fig. 5; in Fig. 6, we present the results for the constant-load

HThe values of N;=129 (see Table 1) and N, =21, correspond to resolutions equivalent to 201 atoms and 34
FE nodes in [0,1]; this choice gives a proportion of 6 atoms per finite element.
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Figure 6: Total error of the atomistic-to-continuum blended model as a function of the number of Lagrange
multiplier (LM) grid nodes N, for different cases, for the constant-load case. The model choices and label
interpretation are the same as in Fig. 5. As in the zero-load case (Fig. 5), in (a,c) there is an overlapping between
the results of the “average” and “midpoint” rules, both in the case of a uniform and nonuniform LM grids, for
Model I; in (b,d) a similar behavior, though not identical, results from the “midpoint” and “average” rules in
Model I. Furthermore, in (b,d) similar results are obtained, for Model I, between a uniform and nonuniform LM
grid choices; in particular, in (b) the curves overlap each other. As a consequence, the plots seem to present
less than 6 curves.

case. The uniform and nonuniform LM grids follow the construction presented in Section

3.4; the maximum number of LM grid nodes taken in the simulations, both for the uni-

form (N, =48) and nonuniform (N, =8) LM grids, corresponds to the maximum number

of nodes we can choose so that the LM grid resolution does not exceed the atomistic one.
The main conclusions are as follows.

e For the piecewise linear ¢(X) choice (Figs. 5(a,c) and 6(a,c)), Model I produces the
same results for the “average” and “midpoint” rules. The reason for that is that both
rules are equivalent for linear functions.

e In the zero-load case (Fig. 5), in contrast to Model I, Model II seems to produce the
exact solution for all combinations (see the y-axes scales), similar to what happens in a
pure-continuum FE case when the exact solution belongs to the FE space; however, in
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the constant-load case (Fig. 6), the errors for both models are of the same order. In order
to understand the differences in behavior, we note that the displacement profile in the
constant-load case has a quadratic form (see Fig. 4(b)), so that the choice of piecewise-
linear interpolation for the FE method introduces an error of a similar magnitude in both
models; in contrast, for the linear profile of the zero-load case, a piecewise-linear interpo-
lation produces no errors.

e In the zero-load case (Fig. 5), for the piecewise linear ¢(X) — piecewise linear Ay (X)
choice (a), Model I converges to the exact solution for a large number of LM grid nodes.

e In the zero-load case (Fig. 5), for Model I, the nonuniform LM grid gives better con-
vergence results (a,c,d), though in the case of a piecewise cubic {(X) — piecewise linear
Ap(X) choice (b), the difference between uniform and nonuniform LM grids is less no-
ticeable. In the constant-load case (Fig. 6), for Model I, the use of a nonuniform LM grid
does not improve the results in all the cases; on the other hand, in Model II, the uniform
LM grid gives better results for the piecewise linear ¢(X) choice (a,c), whereas for the
piecewise cubic ¢(X) choice (b,d), both LM grid choices produce similar results.

e In the zero-load case (Fig. 5), for the piecewise constant A (X) choice (c,d), we see
convergence, for the uniform LM grid case in Model I, including an approximate step-
wise behavior of the solution.

e In the constant-load case (Fig. 6), in most of the cases, there seems to exist an opti-
mal choice for N, for which the error is minimized. That does not seem to be the case
for Model 1II, for the piecewise cubic ¢(X) choice, in particular, when using a piecewise
constant LM basis functions Ar(X) (d), where an approximate monotonic behavior for
the error increase appears.

5.2 Finite element grid resolution

We next investigate the error behavior of the AtC blended model as a function of the
number of FE nodes; for that purpose, we choose N) =7, i.e, loglo(N 1) =~ 0.85, which
we observed in Section 5.1 gave a result close to optimal, in most of the cases, for the
constant-load case (see Fig. 6), and p=1. The maximum number of FE nodes taken for the
simulations is N, =121 which gives a FE grid with the same resolution as the atomistic
one. For the zero-load case, the results are shown in Fig. 7; in Fig. 8, we present the results
for the constant-load case.
The main conclusions are as follows.

e For the piecewise linear ¢(X) choice (Figs. 7(a,c) and 8(a,c)), Model I produces the
same results for the “average” and “midpoint” rules, as in Section 5.1.

e For the zero-load case (Fig. 7), Model II seems to produce the exact solution for all
combinations (see the y-axes scales), in contrast to Model I, whereas in the constant-load
case (Fig. 8), the errors for both models are of the same order, as in Section 5.1. On the con-
trary, in Fig. 7 (zero-load case) the errors in Model I seem to be independent of the FE grid
resolution, and in Fig. 8 (constant-load case) the errors reach a plateau, whereas the errors
in Model II continue decreasing when increasing the number of FE nodes. As in Sec-
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Figure 7: Total error of the atomistic-to-continuum blended model as a function of the number of finite element
grid nodes N, for different cases, for the zero-load case. The model choices and label interpretation are the
same as in Fig. 5. Figures (a,b,c,d) use subplots because of the large differences in magnitude of the errors (y-
axes) between the results of Model | and Model Il (the results of Model | appear in the top plot of each subplot,
whereas the results of Model Il appear in the corresponding bottom plot). In (a,c), there is an overlapping
between the results of the “average” and “midpoint” rules, both in the case of a uniform and nonuniform
Lagrange multiplier grids, for Model |; as a consequence (a,c) seem to present only 4 curves, instead of 6. In
(b,d) a similar behavior, though not identical, results from the “midpoint” and “average” rules in Model I.

tion 5.1, we can argue that the piecewise linear FE approximation introduces additional
errors in the constant-load case, so that both models have errors of the same magnitude;
on the other hand, it is clear that an additional source of error is present in Model I and
becomes dominant for a large number of FE nodes. A possible interpretation is that there
is some error arising from noise in the bridge region that prevents convergence. To show
the noise created in the bridge region, we present, in Fig. 9, a plot comparing the strain
profiles for Model I (a) and Model II (b).

e In Model I, the nonuniform LM grid gives lower errors than the uniform one (see
Figs. 7 and 8).

e In the constant-load case (Fig. 8), for piecewise cubic ¢(X) choice (b,d), Model II
produces smaller errors than Model I; that is not exactly the case for the piecewise linear
&(X) choice (a,c).
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Figure 8: Total error of the atomistic-to-continuum blended model as a function of the number of finite element
grid nodes Ny, for different cases, for the constant-load case. The model choices and label interpretation are
the same as in Fig. 5. As in the zero-load case (Fig. 7), there is an overlapping between some of the curves
presented in the results; in (a,c), there is an overlapping between the results of the “average” and “midpoint”
rules, both in the case of a uniform and nonuniform Lagrange multiplier (LM) grids, for Model I; in (b,d) a
similar behavior, though not identical, results from the “midpoint” and “average” rules in Model |. Furthermore,
n (b,d), for Model 11, there is an overlapping between the results of a uniform and nonuniform LM grid choices.
As a consequence, the plots seem to present less than 6 curves.

e In Model II, in the constant-load case (Fig. 8), we get the same results for a uniform
and nonuniform LM grids in the case of a piecewise cubic ¢(X) choice (b,d), whereas
a uniform LM grid performs better than the nonuniform one in the case of a piecewise
linear ¢(X) choice (a,c).

5.3 Penalty parameter

We investigate the error, of the AtC blended model, as a function of the penalty param-
eter. We choose N, =7, as in Section 5.2, and N,, =21. For the zero-load case, results are
shown in Fig. 10, whereas in Fig. 11 the results in a semi-log scale show the asymptotic
behavior for large values of p; in Fig. 12, we present the results for the constant-load case,
whereas in Fig. 13 the results in a semi-log scale show the asymptotic behavior for large
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Figure 9: Comparison of the strain profiles between the atomistic-to-continuum (AtC) blended model (with an
atomistic solution in [0,0.64], and a continuum finite element approximation in [0.4,1.0]), and the pure-atomistic
model, for the zero-load case, in Model | (a) and Model Il (b) (cf. Section 3.6). The simulation parameters are
presented in Table 1; Ny =7, N, =61, p=1; we use a piecewise cubic energy blending function &(X) choice,
the “average” rule (cf. Section 3.3) for Model |, a piecewise linear Lagrange multiplier (LM) basis functions
AL (X) choice, and a uniform LM grid.

values of p.
The main conclusions are as follows.

e In the piecewise linear ¢(X) choice (Figs. 10(a,c), 11(a,c), 12(a,c), and 13(a,c)), Model
I produces the same results for the “average” and “midpoint” rules, as in Sections 5.1 and
5.2.

o In the zero-load case (Figs. 10 and 11), Model II seems to produce the exact solution
for all combinations (see the y-axes scales), in contrast to Model I, whereas in the constant-
load case (Figs. 12 and 13), the errors for both models are of the same order, as in Sections
5.1 and 5.2.

o In the zero-load case (Figs. 10 and 11), for Model I, the error seems to decrease mono-
tonically with increasing p; furthermore, the nonuniform LM grid, in most of the cases,
results in a smaller error than the uniform one.

o In the constant-load case (Figs. 12 and 13), there exists an optimal value of p ~ 40
for the error convergence in the case of a piecewise linear ¢(X) choice (a,c) in Model
II, whereas in the piecewise cubic ¢(X) choice (b,d) the error basically increases with
increasing p; in Model I, the optimal value for p in the piecewise linear ¢(X) case is
around 10.

e In the constant-load case (Figs. 12 and 13), for the piecewise cubic ¢(X) choice (b,d),
after some value of p, the behavior is similar for both models. On the contrary, for the
piecewise linear ¢(X) choice (a,c), after some value of p, Model II outperforms Model 1.

o In the constant-load case (Figs. 12 and 13), the minimum value for the error obtained

in the piecewise linear ¢(X) choice (a,c) is smaller than that obtained in the piecewise
cubic &(X) choice (b,d).
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Figure 10: Total error of the atomistic-to-continuum blended model as a function of the penalty parameter p,
for different cases, for the zero-load case. The model choices and label interpretation are the same as in Fig. 5.
Figures (a,b,c,d) use subplots because of the large differences in magnitude of the errors (y-axes) between the
different cases. In (a,c), there is an overlapping between the results of the “average” and “midpoint” rules,
both in the case of a uniform and nonuniform Lagrange multiplier grids, for Model I; as a consequence (a,c)

seem to present only 4 curves, instead of 6. In (b,d) a similar behavior, though not identical, results from the
“midpoint” and “average” rules in Model I.

5.4 Main conclusions regarding the error convergence

Following the above results we can arrive at the following general conclusions.

e Model II outperforms Model I (or is at least as good) for most cases. In particular,
for the zero-load case, Model II seems to reproduce the exact solution.

e Linear energy blending (piecewise linear ¢(X) choice), applied to Model I, does not
distinguish between the “average” and “midpoint” rules.

e For Model I, nonuniform LM grids result, in most of the cases, in smaller errors
compared to uniform LM grids; on the contrary, for Model II, better results are obtained,
in most of the cases, when applying a uniform LM grid.

e In several cases (in particular for the constant-load simulations), optimal values for
N, and p are found.
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Figure 11: Total error of the atomistic-to-continuum blended model as a function of the penalty parameter p,
for different cases, for the zero-load case in a semi-log scale. The model choices and label interpretation are
the same as in Fig. 5. As in Fig. 10, we use subplots, and, in addition, some curves overlap each other (see the
caption of Fig. 10 for further details).

6 Singular load

So far we have shown that the AtC blended models reproduce pretty well results ob-
tained using the pure-atomistic model; see, e.g., Fig. 4. The results obtained so far were
for smooth exact solutions that can be solved much more cheaply using a pure-continuum
FE model; in fact, in Fig. 4, we see that the pure-continuum FE model also yields good
solutions. Recall that the motivation for developing the AtC coupling methods is to treat
problems that cannot be accurately approximated with just a FE model. In this section,
we apply the different models (AtC blended, pure-atomistic, pure-continuum FE, and the
PDE —KC% = B(X)) to a problem with a singular load, i.e., a force that is applied only
on a few atoms, for which we expect that the FE method does not yield accurate results.
To compare the performance of the pure-continuum FE model with the AtC blended
model, in the case of a singular load, we need to relate a discrete force, acting at the
microscopic level, with a continuous body force, acting at the macroscopic level, in such
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Figure 12: Total error of the atomistic-to-continuum blended model as a function of the penalty parameter
p. for different cases, for the constant-load case. The model choices and label interpretation are the same
as in Fig. 5. As in the zero-load case (Figs. 10 and 11), some curves overlap each other; in (a,c), there is
an overlapping between the results of the “average” and “midpoint” rules, both in the case of a uniform and
nonuniform Lagrange multiplier (LM) grids, for Model I; in (b,d) a similar behavior, though not identical, results
from the “midpoint” and “average” rules in Model |. Furthermore, in (b,d) a similar behavior results for the
uniform and nonuniform LM grid choices, in Model Il. As a consequence, some plots seem to present less that
6 curves. Notice that the y-scale was stretched out in comparison to Figs. 10 and 11.

a way that a consistent application of the same force source is effected in both cases.
Otherwise, we would be comparing systems with different external forces. The next two
sections present a discussion about this issue.

6.1 From a continuous to a discrete force

Assume we are given a continuous body force function. We would like to zoom in to
a particular region of our system, and ask what is the corresponding force acting on
individual particles. In particular, when the force is very sharp, i.e., nonzero only on
a few particles, we would like to determine the right contribution for each one. The
situation is sketched in Fig. 14; on the left, the contribution of the continuous force profile
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Figure 13: Total error of the atomistic-to-continuum blended model as a function of the penalty parameter p,
for different cases, for the constant-load case in a semi-log scale. The model choices and label interpretation
are the same as in Fig. 5. As in Fig. 12, some curves overlap each other (see the caption of Fig. 12 for further
details).
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Figure 14: Left: relation between a continuous body force at the macroscale level and a microscopic atomistic
external force; the atomistic force f&Xt, acting on an atom at X,, is taken as the integral of the body force
over the Voronoi cell corresponding to the specific atom position, i.e., [Xy—s5/2,Xs+5/2], with s the lattice
spacing. Right: external singular force profile of a narrow Gaussian concentrated around a single atom.
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Table 2: Model parameters for the singular force simulations.
Ny [N [N [ Xi | a | ¢ [ Xp] o [l | K| Ke| &(X)]|ALX) | Model | p
129 | 21 7 100{04|064|10|0.0| 0.0 |10] 1.0 | cubic | linear 1I 1

to the external force exerted on a particle at X, is illustrated, and, on the right, the narrow
general profile of a body force with a Gaussian form is shown, in the range [0,0.1]. Given
a continuous force profile B(X), we determine the corresponding force f&, acting on
the particle located at X,, as the integral of the continuous body force over the Voronoi
cell corresponding to X,, i.e., [Xy —s/2,X,+5/2], where s denotes the lattice spacing; the
expression for the force is as follows:

Xu+s/2
ext_ / B(X)dX~ Y B(X;)w, 6.1)
X,st/Z k

where the integral is approximated by some quadrature rule with appropriate accuracy.
To introduce a numerical example, we approximate a singular load by a very narrow
Gaussian, having the form

2
f) == (-U2E5),
270 20
where y determines the position of the center of the Gaussian and ¢ its width. A quadra-
ture rule is used to approximate the integrals of the external body force of the contin-
uum contribution of the AtC blended model (c¢f. right-hand side of (2.11)) and the pure-
continuum FE one, i.e.,
X
[ e0B)w] (X)ax,

where ¢(X) =1 in the pure-continuum FE model. In order to avoid significant errors
introduced in the conversion from the continuous force B(X) to its discrete version f&,
we use a high-order quadrature (64 points) to compute the atomistic force in (6.1). We
would like to concentrate on the model performance around the center of the Gaussian,
assumed to be in the atomistic domain outside the bridge region, i.e., Qé\d\ﬂbri, and not
on the model performance in the bridge region. Thus, taking into account the conver-
gence studies in Section 5, we use appropriate AtC blended model choices that closely
reproduce the pure-atomistic results; the choices are presented in Table 2, and a uniform
LM grid is implemented. We apply a force concentrated around 1 particle as it is shown
in Fig. 14 (right), where the circles represent the atomistic particles; the parameters of the
Gaussian profile are 0 =0.0008 and 1 =0.035. In Fig. 15, we compare the results, between
the different models, for different choices for the order of the quadrature rule applied to
the integrals containing the body force B(X), both in the pure-continuum FE and AtC
blended (c¢f. right-hand side of (2.11)) models; a comparison between the AtC blended
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Figure 15: Comparison of the displacement profiles between the different models: atomistic-to-continuum (AtC)

blended (with an atomistic solution in [0,0.64], and a continuum finite element (FE) approximation in [0.4,1.0]),
pure-atomistic, pure-continuum FE, and the PDE —Kc% = B(X), for different choices for the order of the
quadrature rule applied to the integrals containing the body force B(X) both in the pure-continuum FE and
AtC blended models. The AtC blended model and pure-continuum FE model errors are shown on each case.
In addition to the displacements, the multiscale grid is shown in the plots, with the circles representing atoms,
the thin vertical bars FE nodes, and the thick vertical bars Lagrange multiplier nodes.

model and pure-continuum FE model errorstt is included on each plot. The AtC blended
model produces the same results as in the pure-atomistic model, and these results seem
to reproduce the solution of the corresponding PDE; in contrast, the pure-continuum
FE model does not reproduce the same results for a low quadrature order. The pure-
continuum FE results become closer to the pure-atomistic results when we increase the
order of the quadrature, although, even for a high-order quadrature, e.g., 64 points, the
error is still large, i.e., 4.19¢—4 (see Fig. 15(d)); the pure-continuum FE results error can

HThe error in the AtC blended model is computed using (3.1); the corresponding error in the pure-
continuum FE model is computed, similarly, by the L;-like norm for the difference between the pure-
atomistic model solution and the interpolation of the pure-continuum FE model solution.
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Figure 16: Comparison of the displacement profiles between different models (see caption of Fig. 15 for details),
using a quadrature of 64 points (for the integrals containing the body force B(X) both in the pure-continuum
FE and AtC blended models) and an atomistic resolution for the FE simulation, i.e., N}, =121 (this corresponds
to 201 FE nodes in [0,1]). As in Fig. 15, the multiscale grid is shown in (a) in addition to the displacement
profiles. The entire plot is shown in (a), whereas in (b) a zoom-in to the area of interest is presented.

be improved by increasing the number of FE nodes.

Using the same resolution for the FE grid as in the pure-atomistic model, i.e., N, =121
(this corresponds to 201 FE nodes in [0,1]), we get the results presented in Fig. 16. In (a),
we see that all models seem to agree, although, when we zoom in (b), we see that the
FE solution agrees with the PDE solution, but differs from the pure-atomistic and AtC
blended model solutions (which agree each other). It seems that the quadrature used for
the calculation of the atomistic force f&X' in (6.1), does not capture the exact profile of
the continuum body force B(X); the error between the pure-continuum FE and the pure-
atomistic solutions is, in this case, 2.22e—5. If the interatomic spacing is such that we
have 801 atoms in the entire domain, i.e., [0,1], and still use the same resolution for the
FE method as in the atomistic model (this resolution corresponds to a choice of N; =513
and N,, =481), the error is reduced to 1.32¢ —6.

In general, we do not have the exact solution of the PDE, and the pure-atomistic so-
lution is taken as the exact solution. Therefore, a more appropriate approach would be
to start from a discrete force (i.e., the force profile in the atomistic region) and find a
corresponding continuum expression; this approach is discussed in the next section.

6.2 From a discrete to a continuous force

In classical continuum mechanics, we refer to material objects as continuous, whereas this
is considered an approximation, at the macroscopic level, of the underlying microscopic
discrete view of matter. Under the accepted discrete approach, matter is described as
composed of particles to which an external force is applied, and the continuum body
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Figure 17: Piecewise constant continuous body force B(X) at the macroscale level, having values related to a

given microscopic atomistic force; f&t is the atomistic external force acting on a particle at X,; s is a uniform

atomistic resolution, i.e., s=X, 11— Xj.

force is an averaged force per unit volume; when the force is smooth at the microscopic
level, then, the chosen averaging scale, at the macroscopic level, does not make too much
difference, but when the force changes at the microscopic level, the averaging scale takes
on an important role.

We are interested in applying a continuous model at a microscopic scale; thus, we
need to know the correspondence between the atomistic force and the continuous body
force applied on the system. We would like to discuss the case of a singular load (or more
precisely, an external force applied to a few particles) and see how we can implement
it on the continuous model. We approximate a singular load by a very narrow discrete
Gaussian profile, assuming that the force acts only at the atomistic positions. In order
to preserve the sharp force behavior, we want to compute the force average over as few
atoms as possible. Therefore, we assume that the atom at X, is a representative particle
of the region [X,—s/2,X,+s/2], with s the lattice spacing, i.e., we divide our chain of
atoms into Voronoi cells in the reference configuration, and assume each atom is the
representative particle of its corresponding cell. We now calculate the body force acting
in that cell as the force acting on the particle divided by the cell length, i.e., B(X) = f&X!/s
for X € [Xy—5/2,Xy+5/2]. The body force is then a piecewise constant function as it is
shown in Fig. 17.

To obtain the smallest error, we use the atomistic resolution on the FE approximation,
defining a FE node at each atomistic site; in this case, and assuming B(X) is piecewise
constant, we can calculate the body force contribution to the FE equation as follows:

Xf h Xat1 h
/ B(X)w! (X)dX = / B(X)w! (X)dX
X Xu1

ext X _s/2 ext Xu+s/2 ext X,
:@/ wZ(X)dX+”‘—/ wZ(X)dXJr"‘—“/ X)X
S Xaq S JXy—s/2 S Xa+s/2

(e +6 2+ ) A 12,

Q| =
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assuming j =« (i.e., the FE grid node j is at the same position as the atom «), and the
FE and atomistic grids resolutions are identical, i.e., h =s. Therefore, we get a weighted
average of f’fl, et and ;fl This treatment does not reproduce the pure-atomistic
external force, i.e., £, and gives some smoothing of the force. In particular, if the force
is a delta function or close to that, we get a smoothing of it that produces wrong results.

In Table 3, we compare the errors of the AtC blended and pure-continuum FE models
with respect to the pure-atomistic case. The simulations use the parameters in Table 2, but
implement a FE resolution identical to the atomistic one, i.e., N, =121 (this corresponds
to 201 FE nodes in [0,1]), and a uniform LM grid. The external force is assumed to have a
Gaussian profile with the parameters c=0.0008 and ;=0.035, and the atomistic force f,ff"t
is calculated integrating the Gaussian profile, using a high-order quadrature (64 points),
as in (6.1); then, the continuum body force is computed based on the values obtained for
the atomistic force. In this case, i.e., piecewise constant B(X), the AtC blended model gives
better results than the pure-continuum FE model (c¢f. left columns in Table 3); in other
words, because of the averaging property of the pure-continuum model, the FE method
cannot recover the atomistic behavior, even if the FE grid resolution is the same as the
atomistic one.

Table 3: Comparison of the error for the atomistic-to-continuum (AtC) blended and the pure-continuum finite
element (FE) methods for the different integration approximations for the body force.

Piecewise constant B(X) Trapezoidal rule
AtC Pure-continuum FE AtC Pure-continuum FE
2.14e-15 4.40e-5 2.14e-15 1.35e-15

Taking into account that the force is applied only at the atomistic positions, we can
instead approximate the integrals on the right-hand side of the continuum model using
a trapezoidal rule over the atomistic sites, i.e.,

/):(J(B(X)W];‘l(X)dX:/}:J(B(X)(,UZ(X)EIX

Nyl
~ ) 5 (B(Xp)wn(Xp) +B(Xpi1)wq (Xpsa)
=12
N;—1 1 - - ext ext ;
= L 3 (et + il o) = 5+ 5= 62
where we have used again a FE resolution equal to the atomistic one, reproducing the
correct force expression. In Table 3, we compare the AtC blended and pure-continuum
FE models errors with respect to the pure-atomistic case, with the FE resolution equal to
the atomistic one. In this case, i.e., trapezoidal rule, the pure-continuum FE reproduces the
atomistic external force (cf. right columns in Table 3).
A very important note is that although it seems that computing the right-hand side
of the FE equations using the trapezoidal rule over the atomistic sites, on a grid with
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a resolution equal to the atomistic one, can reproduce the correct results, this implies a
knowledge at each time of the singularity position. In other words, the FE method cannot
assure that correct results would be obtained by just refining the grid to the atomistic
resolution; only if the computation is done for the force calculated at the positions where
the singularity occurs, then a correct result achievement is possible. Therefore, even if we
refine the grid to the microscopic resolution, but the FE nodes do not coincide with the
atomistic sites (or we miss the exact location of the singularity), then the FE model will
not produce results as accurate as those of the AtC model.

7 Multiple-neighbor interaction

In this section, we deal with systems presenting multiple-neighbor atomistic interactions,
whereas keeping the linearity of the interaction type, i.e., we still use the linear elastic-
ity /linear spring model. As part of the generalization of the number of neighbor interac-
tions, we introduce new implementation challenges; we have to determine how to mod-
ify the force constants to make the atomistic and continuum models consistent between
each other; this will be presented in Section 7.1. In addition, multiple-neighbor atom-
istic interactions require a special boundary treatment because atoms located close to the
boundary have to interact, in principle, with atoms beyond the boundary; in Section 7.2,
we propose different approaches to deal with Dirichlet boundary conditions.

7.1 Adapting the force constant

The implementation of a multiple-neighbor interaction introduces modifications in the
atomistic expressions. The atomistic force balance equations are, fora=1,2,---,N:

&+ Nneig E
a
ﬁ"‘ZNneig ‘X“ o X‘B’

BFu

(dp—du) = f3, (7.1)

with Nheig the number of one-sided near neighbor atomistic interactions, and IZ,J a gener-
alized atomistic force constant’.

In the following, we present two different approaches (a uniform and a nonuniform
force constant) for the relation between the generalized atomistic force constant K, and
the nearest-neighbor force constant K,; this is in order to keep the consistency between
the multiple-neighbor atomistic interaction and the linear elasticity continuum model

TFor the AtC blended model implementation, we include the interatomic interaction blending function O,p
on the left-hand side, and the energy atomistic blending function 6(X, ) on the right-hand side. Furthermore,
N, represents the number of atoms in the atomistic region of the AtC blended model, i.e., Q(])VI ; for the pure-
atomistic model, this is replaced by the total number of atoms in the entire domain, i.e., Q.
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implemented in previous sectionst.

Uniform force constant. We compute the factor K, for a case of a general number of
interactions. Using the Taylor expansion for a general function f(X=+nh), under the as-
sumption that f is smooth enough, one easily deduces

N, neig 1

7 B 2 2
)= e N i) 2o | (X0 =0+ (F(Xobnh) = F30) |+ O ).
We would like to approximate consistently the equation
" Z feXt
—Kau (X)=B(X) — —Kud (X,)= "‘T

Therefore, taking X =X,, f(X,)=u(Xy) =ds, Ks=K¢, B(Xa)h= &, and h=s so that the
corresponding equation is

2K “+Nneig 1
— a = (da—d)N=B(X h= ext,
Nneig (Nnelg + 1) ﬁ:“*Nneig ‘X“ - Xﬁ ‘ ( ﬁ a) ( lx) f“
B
we conclude (cf. (7.1)) that K, = %, the same constant for each pair interaction$.
ne!g nelg

Nonuniform force constant. We now choose to include a different constant for each
neighbor interaction so that we again use a Taylor expansion to deduce

N, neig N, neig

Y, (Kuth)f' ()= 3, P [(F(X— k)= F(X))+ (F(X+ k)~ F(X))] +O().
Nheig

Assuming K, =K, ,,, Y, °nK, , = K,, and the same assumptions as in the uniform force
constant derivation, we can write

Nneig 77
-y [ (XK= ) —(X)) + (X nlt) —u( X)) | =B(Xh= £

fWe look for an appropriate functional form for the atomistic force constant Kj, in the case of a multiple-
neighbor atomistic interaction, in order to match the continuum and atomistic models implemented in the
system. We assume the pure-atomistic model is the underlying “correct” solution of our system, although
for practical purposes, we decided to use in the multiple-neighbor atomistic interaction case, the same con-
tinuum model for the continuum region used in the case of a nearest-neighbor atomistic interaction; thus,
we found the relation between the assumed continuum model constant K. =K, and the one corresponding
to the underlying multiple-neighbor atomistic model K, .

SThis relation appears in [21] in the context of upscaling a nonlocal linear springs molecular dynamics model
to the nonlocal continuum model peridynamics.



866 P. Seleson and M. Gunzburger / Commun. Comput. Phys., 7 (2010), pp. 831-876

we can assume that the force constants corresponding to different neighbor interactions
satisfy the relation

~ ~ ~ ~ K ~ K
nKa,n = Ku,l = 2Ka,2 = 3Ka,3 = ! or Ka,n = . ’
neig nNneig
resulting in the model equation
&+ Nheig K
_ a,|p—af (d —d ) :fext
ﬁ"‘ZN:neig ‘X“ o Xﬁ ‘ 'B : ¢
B

Notice that the atomistic force constant K, in (7.1), was replaced by IZM p—a| to emphasize
the explicit dependence of the force constant on the specific neighbor interaction (i.e.,
nearest-neighbor, second nearest-neighbor, etc.).

7.2 Boundary treatments

Different approaches have been proposed in the literature for the implementation of
boundary conditions in atomistic systems; some approaches include periodic, constant-
stress, constant-displacement and free boundary conditions [1, 2,19, 23-25]. Boundary
conditions intend to reduce surface artifacts appearing in simulations; for example, peri-
odic boundary conditions emulate an infinite system, i.e., we assume we simulate a small
fraction of a larger system, and we expect to mimic a bulk phase.

In our case, we are interested in comparing the AtC blended model, not just to the
pure-atomistic, but also to the pure-continuum model; in our pure-continuum model we
implement Dirichlet boundary conditions, i.e., we assume a displacement for the first and
last FE nodes; we would like to use a similar assumption for our pure-atomistic and AtC
blended models, i.e., assume a fixed displacement for the first and last atoms, and for the
first atom and last FE node respectively. Taking into account that for multiple-neighbor
interactions our nonlocal atomistic model requires an assumption regarding the displace-
ments of all atoms within a layer of the boundary, we need to find a way to overcome the
lack of information when we only have the information regarding the first and last atoms
(or the first atom and last FE node in the AtC blended model). Consider Fig. 18, that
illustrates the situation on the left boundary of the atomistic domain of the AtC blended
system (this is the case in the multiscale approach, whereas in a pure-atomistic model we
have to deal with both boundaries). We see that, for example, in the case of a second-
neighbor interaction, atom number “2” is supposed to interact with the “ghost atom”
number “0;” the “ghost atoms” in the figure are the atoms with a position X, < Xj; thus,
we need to find a way to treat this problem.

TA similar relation between force constants in a mass-spring system appears in [1,2] for a particular case of
a two-neighbor interaction system; the nearest-neighbor constitutive constant K; is chosen to have twice the
value of the second nearest-neighbor one K3, i.e., K1 =2Kj.
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Figure 18: Atomistic-to-continuum coupling multiscale grid showing “ghost atoms”. The domain of the system
is [X;,Xs|, and the bridge region is [a,c]. The vertical bars in [a,X¢] represent the finite element grid nodes.

The circles in the region [X,c| are the atoms in the atomistic region of our system. The circles to the left of
X; represent the “ghost atoms”.

The general atomistic interaction expression is as follows:

g
B=0—Npeig ‘X“ - Xﬁ‘
p#u

where C(«,) represents the atomistic force constant, which depends on the model (see,

e.g., below: truncation, asymmetry, adaptive, extended-BC, and ghost-atoms) and on the value

of « and B. In the following, we introduce several approaches to deal with continuum

Dirichlet-type boundary conditions, i.e., a displacement for the first and last particles

of the system is assumed, in the presence of nonlocal atomistic interactions; in all cases

we assume the atomistic model involves a one-sided Npeig neighbor interactions, i.e., an

atom inside the domain, and far from the boundaries, interacts with Nyejz neighbors on
each side.

(dp—du) = f,

Truncation. We use an interaction with Nyeig neighbors on both sides (left and right), but
avoid the interactions with atoms beyond the boundary, i.e., atoms with the index  such
that B <1 or B> N;. Therefore,

C(zx,,B):{ 0 p<lorp>N; = 2K, K,

; Kp= or .
Ka 1§,B§Nd ‘ Nneig<Nneig+1) ‘,B_“’Nneig

Asymmetry. We allow for a different number of neighbor interactions to the left and
right, depending on how close we are to the boundary. If we are far enough from both
boundaries, we use an interaction with Npeig neighbors on both sides; otherwise, we use
an interaction with the number of neighbors available near the boundary, and with Npeig
neighbors towards the opposite side, changing the force constant accordingly. Thus,

K,(a—1) p<aand (2 —1) < Nheig B 2K K
a a

C(a,B)={ Ky(Nj—a) B>aand (Nj—a)<Npeig ; Ki(N)= or ‘
K{l (Nneig) Otherwise N<N+ 1) ‘,B 14 ’ N

Adaptive. We use the same number of neighbor interactions to the left and right, using
the minimum number of neighbors available between the left and right sides for the
interaction. Therefore,

2K, K,

C(zx,,B):IZa(N); Ka(N):m or m,
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l(a) Truncation (i)) Asymmetry

—_N . =3
- Nneig: 2 o8 - Nneig: 3

X
—,V;/éiiib;i—o—o— M_H_" —m—.—.—
S Tt1 A7 x

Fixed atoms Ghost atoms

(c) Adaptive (d) Extended-BC (e) Ghost-atoms

Figure 19: Comparison between the different boundary treatments. The pairwise interaction force constant K,
is computed for a specific choice of the number of one-sided atomistic neighbor interactions Nyeig. The dashed

lines represent interactions using a value of Nheig =2, whereas the solid lines represent interactions using a value
of Nneig =3.

with N =min(a—1,N; — &, Npeig) the number of neighbor interactions.

Extended boundary conditions (extended-BC). We extend the boundary conditions in-
side the domain to the first Nyejg atoms closest to the boundary. Therefore, the interaction
is implemented for atoms further than Npeig atoms from the boundary. Thus,

Ki Nieig+1<a<Nj—Npeig . 7 2K, K,
C(a,p) { 0 otherwise ro Nheig (Nneig +1) ot |B— | Nneig

Ghost-atoms. We use the general number of neighbor interactions Npeig for every atom
in the atomistic region. To solve the problem of the atoms near the boundaries, we add
“ghost atoms” beyond the boundary and interact with them. The same boundary condi-
tions are imposed on the “ghost atoms” as for the atoms on the boundaries. Therefore,

2K, or K,
Nneig(Nneig+1) ’,B_‘X|Nneig'

C(wa,pB) =K,; K,=

In Fig. 19, we present an illustration of the different boundary treatments for an atom-
istic interaction model with the choice of Nyeig =3. The solid lines represent interactions
where the force constant is computed using the choice of Nheig =3, whereas the dashed
lines represent interactions where the force constant is computed using the choice of
Nheig = 2. The truncation method always uses the same force constant, but truncates
the interactions beyond the boundary; the asymmetry method uses different constants
for interactions to the left and to the right, depending on how close the particle is to the
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boundary; the adaptive method uses the same constant for interactions to the left and to
the right, but the constant changes for different particles; the extended-BC and ghost-atoms
methods use the choice Npeig =3 for every pairwise interaction, but give a special treat-
ment to certain particles or interactions in the system.

7.2.1 Finite element interpolation for > Ny

In the AtC blended model, we need to deal with cases where a particle in the atomistic
domain (including the bridge region) is supposed to interact with particles in the con-
tinuum domain beyond the bridge region; assume a particle « with a reference position
Xu € [Xj,c] is supposed to interact with a particle at the reference position X € (¢, X¢|,
i.e., B> Ny, then, we replace the displacement dg in (7.1) with an interpolation of the FE
displacements at X (this is equivalent to the introduction of pad atoms [18,22] or ghost
particles [1,2] in Q§\ Q5™ with positions determined by the deformation of the continuum
region where the atoms reside) as follows:

~ ~ _vh _vh ~
L(d —dy)= Ka X~ X] ull, . — M ul _Ld
Xo— X P T X =X |\ XE =X ) A\XE  =XE ) X=X

j+1 j+1

h
where X]. '

n i ho~oh
, and Xj are the positions of two FE nodes, such that Xg € [X]. ,Xj +l]'

7.3 Results

In this section, we present results for the various issues related to multiple-neighbor
atomistic interactions.

Boundary treatment. We focus on the boundary treatment and see how the different
approaches behave; for the simulations, the model choices are presented in Table 4. In
Fig. 20, we present a comparison between the models for Nheig = 10, in the case of the
zero-load case (1st and 2nd columns) and the constant-load case (3rd and 4th columns);
in each case we show the displacement profile (1st and 3rd columns) together with the
strain profile (2nd and 4th columns); the computations were done using a uniform LM
grid, and the uniform force constant choice (the results are qualitatively similar for the
nonuniform force constant choice).

Table 4: Model parameters for the multiple-neighbor interactions simulations.

Ny | Ny, [Ny | Xi | a c | Xy | Ko | Ko | 8(X) | AL(X) | Model | p
129 | 21 7 {00]04|064 |10 1.0 1.0 | cubic | linear II 1

In order to understand the results from Fig. 20, we should take into account certain
differences between the continuum (local) and the atomistic (nonlocal) models. Both the
AtC blended model (on the right boundary) and the PDE (on both boundaries), treat
the boundary following a local approximation, implementing the differential operator
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Figure 20: Comparison of the displacements (1st and 3rd columns) and strains (2nd and 4th columns) for
the case of the multiple-neighbor interaction, between the different boundary treatment methods: truncation,
asymmetry, adaptive, extended-BC, and ghost-atoms. The simulations were run using the parameters presented
in Table 4 with Npeig =10 and using a uniform choice for K,. Left columns (1st and 2nd): zero-load case;
right columns (3rd and 4th): constant-load case. For the displacement plots we compare the results between
all the models: atomistic-to-continuum (AtC) blended (with an atomistic solution in [0,0.64], and a continuum
finite element (FE) approximation in [0.4,1.0]), pure-atomistic, pure-continuum FE and PDE —Kc% =B(X),
and in addition, we present the multiscale grid composed by atoms (circles), FE nodes (thin vertical bars), and
Lagrange multiplier grid nodes (thick vertical bars). For the strain plots, we just compare the AtC blended and
the pure-atomistic models.
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appearing in the PDE; the atomistic model (on both boundaries) and the AtC blended
model (on the left boundary) treat the boundary following a nonlocal approximation. We
have found particular expressions for the atomistic force constant in the nonlocal model,
such that the behavior is consistent with the continuum model (see Section 7.1). We
would expect to get similar profiles between atomistic and continuum expressions, in the
case both models treat the boundary in a consistent way.

The conclusions are as follows.

o It is expected that the AtC blended and the pure-atomistic models match on the left
boundary, because they implement identical boundary treatments; similarly, the pure-
continuum FE and the AtC blended models match on the right boundary.

e The adaptive method gives the closest profile to the pure-continuum FE solution
(which reproduces the PDE solution); the reason for this is that it recovers a correct ap-
proximation for the second derivative for all the atoms. In contrast, the truncation and
asymmetry methods do not provide a correct approximation to the differential operator in
the continuum model, thus their solution deviates from the pure-continuum FE one; on
the other hand, the asymmetry method gives a better approximation to the PDE than the
truncation method, thus its solution is closer.

e It is interesting to note that the truncation and asymmetry approaches produce op-
posite curvatures on the boundaries, i.e., when the truncation approach gives a concave
profile, the asymmetry gives a convex one, and vice versa.

e The ghost-atoms method reproduces pretty well the continuum results. Unfortu-
nately, the lack of information regarding the correct boundary conditions for the “ghost
atoms” introduces a deviation in the displacement profiles; introducing additional as-
sumptions about their boundary conditions can improve the results.

e The extended-BC method introduces the boundary conditions inside the domain,
changing the profile accordingly.

Uniform vs. nonuniform K,. We now focus on the performance of the AtC coupling
method in comparison to the pure-atomistic model, and compare between the uniform
and nonuniform atomistic force constant choices. For that purpose, we want to get rid
of the boundary effects and focus on the multiple-neighbor interactions inside the do-
main; we assume our system is far away from the boundaries, i.e., a very large sys-
tem. To achieve that, we implement a variation of the ghost-atoms method, where we
assume atoms close to the boundaries interact with “ghost atoms” beyond the bound-

aries, and impose the exact solution of the PDE —KC% =B(X) to the “ghost atoms”
displacements!|. In Fig. 21, we compare the error behavior of the AtC blended model
in the case of multiple-neighbor atomistic interactions as a function of the number of
one-sided atomistic neighbor interactions Npeig, between the uniform and nonuniform
choices for K,, for the zero-load (a) and constant-load (b) cases. The simulation parameters

are presented in Table 4. Both approaches for K, reproduce the pure-atomistic solution in

IThis “cheating” method was suggested to us by Michael L. Parks; the reason why it is called “cheating” is
that, in general, the simulation results are not known a priori.
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Figure 21: Comparison of the error behavior for different choices of number of one-sided atomistic neighbor
interactions Nnpeig, for uniform and nonuniform K; choices, for a zero-load (a) and constant-load (b) cases. The
simulations were run using the parameters presented in Table 4.

—e— AtC atomistic —=— AtC continuum --— Pure-atomistic
Uniform K,
2, 2, 2,
(a) ]\]neig:1 (b) Nneigzzo (0) Nneig:200

Nonuniform K,

e(X)
e(X)
e(X)

(d) Npeig =1 (e) Nneig =20 ® Nneig =200

Figure 22: Comparison of the strain profiles between the atomistic-to-continuum (AtC) bended model (with an
atomistic solution in [0,0.64], and a continuum finite element approximation in [0.4,1.0]) and the pure-atomistic
model, for different choices of number of one-sided neighbor interactions Nyeig, for a uniform (top plots) and

a nonuniform (bottom plots) K, choice. The simulations used the parameters in Table 4, for a constant-load
case.
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Figure 23: Comparison of the displacement profiles, for different choices of number of one-sided neighbor
interactions Npeig, for a uniform (top plots) and a nonuniform (bottom plots) K, choice. The simulations were
run using the parameters presented in Table 4. The plots compare the displacement profiles between different
models and, in addition, present the multiscale grid (see Fig. 20 for further details regarding the models and
the multiscale grid description).

the zero-load case (note the scale of the y-axis). In the constant-load case, the nonuniform
K, approach yields smaller errors for a large number of neighbor interactions.

In order to better understand the error behavior, we take a look at the strain profiles.
In Fig. 22, we present a comparison between the uniform (top plots) and nonuniform
(bottom plots) choices for K,, for the cases of Nheig =1, 20, and 200, for the constant-load
case, using the parameters in Table 4. The larger the number of neighbor interactions,
the more step-wise the strain profile in the bridge region. On the other hand, this effect
is stronger for the uniform choice for K, giving a larger error; in addition, in that case, a
spike develops at the left boundary of the bridge region.

Singular load case. We examine the effect of the multiple-neighbor interaction in the
presence of a sharp external force. We use a Gaussian load with ¢ =0.0008 and y =0.035,
presented in Fig. 14 (right plot). Fig. 23 presents a comparison between the uniform and
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nonuniform Ka choices, using different number of neighbor interactions; The simulations
use the parameters presented in Table 4. We can see that the PDE solution** around
the force location is different from the solution of the pure-atomistic and AtC blended
models (which agree each other), for both choices of K,, for the multiple-neighbor case. In
addition, the nonuniform K, choice seems to smooth the effect appearing in the solution
of the pure-atomistic and AtC blended models, in comparison to the uniform Ka choice.

8 General conclusions

We presented in this work a bridging technique application for coupling atomistic and
continuum models. We explored a 1-D system and applied displacement constraints
using an augmented Lagrange multiplier (LM) method. Several aspects of the model
were analyzed using two different blending schemes (Model I and Model II).

As discussed in this paper, an implementation of different model component choices
can improve the results of the atomistic-to-continuum (AtC) blended model, in relation
to the pure-atomistic one. In particular, we studied the model dependence on the use of
different choices for the energy blending functions (i.e., {(X) for the continuum model
and 0(X) =1—¢(X) for the atomistic model): piecewise linear or piecewise cubic, the
Lagrange multiplier (LM) basis functions Ay (X): piecewise linear or piecewise constant,
the uniformity and resolution of the LM grid, the resolution of the finite element grid, the
penalty parameter p, and the rule for the interatomic interaction blending function 6, :
“average” or “midpoint”.

Following the convergence studies of Section 5, we conclude as follows. Model II
outperforms Model I, in most of the cases. For Model II, a uniform LM grid seems to be
preferable, and, in addition, the piecewise cubic (X) choice appears as a good option in
the case of small values of p, e.g., p=1; if, instead, we choose to use a piecewise linear
¢(X) choice, a value for the penalty parameter of p~40 appears to be optimal. For Model
II, there seems to be little difference between the two choices for the LM basis functions
ApL(X). On the other hand, for Model I, a nonuniform LM grid with a piecewise linear
LM basis functions A1 (X) seems to be a good choice, in the case of small values of p, e.g.,
p=1. Itis not completely clear, in Model I, which option for the energy blending function
¢(X) is best; in the case of a piecewise linear ¢(X) choice, there seems to exist an optimal
value of p~10 for the penalty parameter, and, in addition, the choice of the rule for the
interatomic interaction blending function 6, g does not affect the results; in the case of a
piecewise cubic ¢(X), the two options 6, g yield similar results.

We also studied potential problems arising on the boundaries of the bridging region
as well as a way to avoid them.

We gave some insight about the usefulness of using AtC coupling methods for sim-
ulations that try to capture singular phenomena. We showed a case of a singular load

207 axz =
of the PDE is used for comparison with the pure-atomistic, pure-continuum FE, and AtC blended models.

**We assume B(X)= \/Zl—m exp (— (X—p )2>, and solve analytically the PDE —K, du =B(X); the exact solution
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modeled as a very narrow Gaussian, where the finite element method does not seem to
be an appropriate numerical method for the solution; in particular, a knowledge of the
singularity location at all times is required for a correct approximation of the continuum
model. Moreover, we explained some difficulties arising in the description of the con-
tinuum concepts, such as the body force, when attempting to implement a continuum
model at the atomistic scale.

Finally, we presented an approach to long-range interactions through a multiple-
neighbor atomistic force model. We have derived a functional form for the discrete model
force constant that provides consistency between the atomistic and continuum models.
Several approaches were proposed to treat Dirichlet-type boundary conditions, in the
case of a multiple-neighbor interaction; some of the approaches implemented a variation
of the specific functional form derived for the discrete model force constant. In addition,
we showed some displacement deviations appearing in the multiple-neighbor interac-
tion case in the presence of singular loads.

This work has focused in the study of the different aspects of the computational im-
plementation of a one-dimensional AtC model. While a linear interaction model was
considered here, the mathematical analysis of the various aspects and approaches intro-
duced in this paper serve as a guidance for the implementation of more realistic systems.
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