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Abstract. A boundary condition-enforced immersed boundary-lattice Boltzmann
method (IB-LBM) for the simulation of particulate flows is presented in this paper. In
general, the immersed boundary method (IBM) utilizes a discrete set of force density
to represent the effect of boundary. In the conventional IB-LBM, such force density is
pre-determined, which cannot guarantee exact satisfaction of non-slip boundary con-
dition. In this study, the force density is transferred to the unknown velocity correction
which is determined by enforcing the non-slip boundary condition. For the particulate
flows, accurate calculation of hydrodynamic force exerted on the boundary of particles
is of great importance as it controls the motion of particles. The capability of present
method for particulate flows is depicted by simulating migration of one particle in a
simple shear flow and sedimentation of one particle in a box and two particles in a
channel. The expected phenomena and numerical results are achieved. In addition,
particle suspension in a 2D symmetric stenotic artery is also simulated.

PACS: 45.50.-, 47.11.-j

Key words: Lattice Boltzmann method, immersed boundary method, non-slip boundary condi-
tion, particulate flow, two-dimensional.

1 Introduction

Particulate flows have wide applications in engineering such as in river sediment re-
suspension and transport, cell transport in arteries and veins, fluidized bed reactors. The
numerical methods for particulate flows can be broadly classified into two categories:
moving mesh method and fixed mesh method. In the moving mesh method, the body-
fitted mesh is updated with particle motion. The boundary condition is imposed on the
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particle. The greatly used moving mesh method is perhaps the arbitrary Lagrangian-
Eulerian (ALE) scheme [1-3]. Using this method, various flows with different particle
shapes in Newtonian and non-Newtonian fluids have been successfully investigated. On
the other hand, ALE approach would consume large computational effort due to expen-
sive regeneration of geometrically adapted mesh. In contrast, the computational mesh
remains unchanged in the fixed mesh method. No re-meshing procedure in accordance
to the particle motion is required.

One popular approach in the fixed mesh category is the class of distributed Lagrange
multiplier/fictitious domain (DLM/FD) method which was proposed by Glowinski et
al [4,5]. The basic idea of DLM/FD method is to view the particle region as a ficti-
tious domain. A distributed Lagrange multiplier is imposed to enforce the constraints of
rigid-body motion to the fictitious fluid inside the particle. Using this method, the fluid
flow containing many rigid particles was successfully simulated by Glowinski et al [4, 5].
Recently, the DLM/FD method has also been extended to simulate particulate flows in
non-Newtonian fluids [6,7]. Usually, the generalized Galerkin finite element scheme is
incorporated into DLM/FD method.

The immersed boundary method (IBM) may be the simplest approach in the fixed
mesh category. It was first introduced by Peskin [8] to model the blood flow in the hu-
man heart. This method uses a fixed Cartesian mesh to represent fluid phase, which
is composed of Eulerian points. For the boundary immersed in the fluid, a set of La-
grangian points are used to represent it. The basic idea of IBM is to treat the physical
boundary as deformable with high stiffness. A small distortion of the boundary will
yield the force which tends to restore the boundary into its original shape. Hence, the
effect of immersed boundary is depicted by the restoring force. The balance of restoring
force is distributed into the Eulerian points through discrete delta function. The Navier-
Stokes (N-S) equations with a body force are solved over the whole fluid-boundary do-
main. This approach can be efficiently applied to simulate flows with complex geometry.
Recently, Fogelson and Peskin [9] indicated that IBM could also be applied to simulate
flows involving suspended particles. Since then, many variants of IBM for particulate
flow simulation have been presented. Based on the idea in [9], Hfler and Schwarzer [10]
proposed a finite-difference method for particle-laden flows by adding a constraint force
into the N-S equations to enforce rigid particle motion. The constraint force is deter-
mined by the penalty method. Using the direct forcing scheme, which was introduced
by Fadlun et al. [11], Uhlmann [12] presented an improved immersed boundary method,
which greatly suppresses the force oscillations, to simulate flow around suspended rigid
particles. An enhanced version of direct forcing scheme was proposed by Luo et al. [13]
recently to simulate spherical particle sedimentation. A nonlinear weighted technique
and boundary point classification strategy at the immersed boundary are introduced to
modify the velocity near the body. Li and Lai [14] applied the immersed interface method
(IIM), which introduces the jump conditions for the velocity and pressure across the in-
terface, to simulate the fixed and moving interface problems. Compared to IBM with
the first-order accurate delta function, the second-order accuracy can be obtained in IIM.
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Employing the IIM, Le et al. [15] successfully simulated flows around both rigid and elas-
tic moving objects. Recently, an extended IBM named immersed finite element method
(IFEM) has been proposed [16,17]. Applying finite element technique to both fluid and
object domains, the immersed body can be handled more appropriately and accurately.
One advantage of this method is to effectively model deformable objects with motion.

In most of IBM solvers, the flow field is obtained by solving the N-S equations. As an
alternative computational technique to N-S solvers, the lattice Boltzmann method (LBM)
has achieved a great success in simulating various fluid flows in recent years [18,19]. LBM
is a particle-based numerical scheme, which studies the dynamics of fictitious particles.
Basically, it has two processes: streaming and collision. The major advantage of LBM is its
simplicity, easy for implementation, algebraic operation and intrinsic parallel nature. No
differential equation and resultant algebraic equation system are involved in the LBM.
This approach has also been adopted to study particulate flows. Such work can be found
in Ladd [20, 21], Behrend [22], Aidun et al. [23], and Qi [24]. The interactions between
fluid and particle are implemented through the bounce back rule in LBM.

Although the LBM utilizes a fixed Cartesian mesh in particulate flow simulation, the
implementation of boundary condition is still coupled with solution of flow domain,
which is similar to the moving mesh method. To ease the coupling between the boundary
and the flow domain, the idea of IBM is worthwhile to be incorporated into LBM. The first
attempt was made by Feng and Michaelides [25,26]. The simulation of 2D and 3D particle
sedimentation was carried out. Niu et al. [27] put forward a momentum exchange-based
IB-LBM to simulate flows around fixed and moving particles.

It is well known that the restoring force calculation is an important task in IB-LBM.
In general, there are three ways to finish this job: the penalty method [25], the direct
forcing scheme [26] and the momentum exchange method [27]. The common feature
of these approaches is to compute restoring force in advance. As indicated by Shu et
al. [28] recently, pre-determination of restoring force would break down the satisfaction
of non-slip boundary condition on the immersed object. As a result, the mass exchange
across the boundary would be induced. Eventually, the momentum exchange due to
mass exchange may lead to a force error, which would influence the solution of force on
the object.

To satisfy the non-slip boundary condition, we developed a boundary condition-
enforced IB-LBM [29] recently. Following the idea of Shu et al. [28], the restoring force
is set as unknown rather than pre-calculated. By enforcing the non-slip boundary condi-
tion, the unknown restoring force is determined. As a consequence, the flow penetration
to the solid body, which is often appeared in the conventional IBM results, is avoided, and
more accurate numerical results can be achieved. For the particulate flows, the motion of
particles is controlled by the force and torque exerted on them. Therefore, it is necessary
to accurately compute the hydrodynamic force acting on the boundary of particle. Due
to the accurately resolved flow field, it was shown in [29] that the boundary condition-
enforced IB-LBM provides a simple and accurate way to compute lift and drag forces
exerted on the immersed object. In this paper, this new IB-LBM is applied to simulate the
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migration of a neutrally buoyant particle in a simple shear flow and the sedimentation
of one particle in a box and two particles in a channel. The particle motion in a 2D sym-
metric stenotic artery is also simulated. All the obtained results compare very well with
experimental and numerical data in the literature.

2 Numerical method

2.1 Boundary condition-enforced immersed boundary-lattice Boltzmann
method

For the immersed boundary method (IBM), the effect of boundary is represented by a set
of force density which acts on the fluid field surrounding the boundary. For the viscous
and incompressible flows, the governing equations in IBM are

p(%—?-l—u-Vu) +Vp=ulAu+f, (2.1)

V.u=0, 2.2)

£(x,t) = / F(s,6)6 (x—X(s,))ds, 2.3)
T

X(s,

ng 2 :u(X(s,t),t):/Qu(x,t)é(x—X(s,t))dx. (2.4)

Here X, u, p and f are the Eulerian coordinates, fluid velocity, fluid pressure and the
force density acting on the fluid field, respectively. X and F are the Lagrangian coordi-
nates and boundary force density. And d(x—X(s,t)) is a Dirac delta function. Egs. (2.1)-
(2.2) are the N-S equations with force density. Egs. (2.3)-(2.4) describe the interaction
between the immersed boundary and the fluid by distributing the boundary force at the
Lagrangian points to Eulerian points and interpolating the velocity at the Eulerian points
to Lagrangian points.

In the present study, the flow field governed by Egs. (2.1) and (2.2) is obtained by
the lattice Boltzmann equation. In order to correctly recover Egs. (2.1) and (2.2) in the
lattice Boltzmann frame, the contribution of the force density to both momentum pu and
momentum flux puu should be considered [30, 31]. Here, the LBE proposed by Guo et
al. [31] is employed

Fu (X-+eadt t4+6t) — fi (1) = —% (fu(of)— 9 (1)) + Fudt, 2.5)

1 e,—u e,-u
F(X: <1—E) Wy <7+?e“> ‘f, (26)

1
pu=) e, fat 5 fét, 2.7)
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where f, is the distribution function; f’ is its corresponding equilibrium state; T is the
single relaxation time; e, is the particle velocity; w, are coefficients which depend on
the selected lattice; f is the force density acting on the fluid field. For the popular D2Q9
model [32], the lattice velocity set is given by

0 x=0,
e,=<{ (cos[(a—1)7m/2],sin[(a—1)7/2]) «=1,2,34, (2.8)
V2(cos[(a—5) /24 7/4],sin[(a—5)7w/2+7/4]) «=5,6,7,8.

And the corresponding equilibrium distribution function is

2 2
e,-u (egu) —(cs|u
o (o) =pun | 1+ === )2c§<5’ )

(2.9)

Here, wo=4/9, w,=1/9, (x=1,---,4) and w, =1/36, (x=5,---,8). cs=1/+/3 is the sound
speed of this model. The relationship between the relaxation time and the kinematic
viscosity of fluid is v= (T—1)c24t.

In IBM, at every evolution time step, if the velocity of fluid at the boundary point is
equal to the velocity of boundary at the same position, the non-slip boundary condition
would be strictly guaranteed. In our proposed boundary condition-enforced IB-LBM
[29], the fluid velocities at the boundary points are enforced to be equal to the boundary
velocities, which would produce a set of velocity corrections at the boundary points.
A brief description of this method is shown below. By defining the intermediate fluid
velocity u* as

1
u'==) e.f (2.10)
P
and the velocity correction of fluid field u* as
1
ou=—f£ot 211
=55t (2.11)
then, Eq. (2.7) can be expressed as
u=u"+/du. (2.12)

In this work, the velocity correction du is set as unknown, which is determined in such a
way that the velocity at the boundary point interpolated from the corrected fluid velocity
(i.e. Eq. (2.12)) satisfies the non-slip boundary condition. As shown in Fig. 1, the velocity
correction du at Eulerian points is distributed from the velocity correction at the bound-
ary (Lagrangian) points. According to the idea of IBM, the immersed boundary can be
represented by a set of Lagrangian points Xg(s;,t), [=1,2,---,m. Setting an unknown ve-
locity correction vector Juk at every boundary point, the fluid velocity correction du can
be calculated using the Dirac delta function

Su(x,t)= /r S (X, 1) (x— X (s,£)) ds. (2.13)
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Figure 1: Relationship between boundary points and fluid points.

In the actual implementation, 6(x—Xp(s,t)) is smoothly approximated by a continuous
kernel distribution

(5<X—XB (S,t)) = Dij (Xi]'—XlB> =0 (J%—Xé) ) (yl]—Y]é) , (214)
where J(r) is proposed by Peskin [33]
1 Tr
5(r)= E(H_COS(?))’ <2, (2.15)
0, |r|>2;

h is the mesh spacing of Eulerian mesh around the boundary. Using Eq. (2.14), the veloc-
ity correction at Eulerian points can be expressed as

5u (xij,t) =Y ouls (x’B,t) D;; (xi]- —xlB) As; (1=1,2,-,m), (2.16)
1

where As is the arc length of the boundary element.
In order to satisfy the non-slip boundary condition, the fluid velocity at the boundary
point must be equal to the boundary velocity at the same position

U (X t) = ;u (i t) Dy (x5~ X ) AxAy. (2.17)

Here, UL is the boundary velocity; u is the fluid velocity, which is corrected by the veloc-
ity correction du
u (X,‘j,t) =u* (X,‘j,t) +du (Xl']',t) p (2.18)

where u* is the intermediate fluid velocity given from Eq. (2.10).
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In Eq. (2.17), the unknown variables are the velocity corrections suk at the boundary
points. After substituting Egs. (2.16) and (2.18) into Eq. (2.17), the following equation
system can be obtained

U% <Xl ,t) = Zu* (Xij,f) Dj; (Xi]' —X%) AxAy
L]
+;j[l;5ulg (xl ,t) D;; (xﬁ3 - xij) AsiDy; (xij - xg) AxAy. (2.19)

Setting 55 = Djj(xij— XL)As; and dij=Djj(xij— XL)AxAy, then system (2.19) can be rewrit-
ten as a matrix form
AX=B, (2.20)

where

X={o6u},0ud, -, 6ul}T,

o 2 O1n oy oY - o],
A 01 02 -+ Oom &% 6% - &),
Sl Oma -+ Own 551 552 5§m
U} o d12 -+ O uj
B U2 G O - o u;j
UTE’; Om1 Om2 ** Omn u;:

where m is the number of Lagrangian (boundary) points, and # is the number of sur-
rounding Eulerian points used in the delta function interpolation. By solving equation
system (2.20), the unknown variables (Sui3 can be obtained. It is shown that the elements
of matrix A are only related to the boundary points and their surrounding Eulerian
points. After obtaining the velocity correction at the boundary point, the velocity cor-
rection du and corrected fluid velocity can then be computed by using Egs. (2.16) and
(2.18). In the LBM computation, the macroscopic density and pressure are calculated by

p=Th  P=dp @21

For the particulate flow problems, the motion of particles is controlled by the force and
torque exerted on them, which may vary with the positions of particles. Therefore, it
is necessary to compute the force and torque accurately and efficiently. Indeed, the
present IB-LBM provides an effective way to compute the force and torque. According to
Eq. (2.11), the boundary force density can be calculated by

F (xlB) = 206Ul /6t (2.22)
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This is the force exerted on the fluid, and the hydrodynamic force exerted on the bound-
ary can be easily obtained from the Newton’s third law.

The total force on a particle includes the gravity /buoyancy force, hydrodynamic force
and the particle collision force Fs°'. Mathematically, it can be written as

Fi= ( _ P_f) M;g—Y F (xg) As;+F, (2.23)
Pp ]

where M,; is the mass of the particle; pf and p, are the density of fluid and particle,
respectively. The torque acting on the particle is expressed as

Ti:—z(xg—xR) xF(X%) As;, (2.24)
I

where Xp is the center of mass of the particle.
After obtaining the force and torque exerted on the particle, the motion of the particle
can then be determined by using the following equations

dU

Mid—tR =F;, (2.25)
a0

i—=Ti, (2.26)

where Uy and () are the translational and angular velocities of the particle, respectively;
I; is the moment inertia of the particle. In summary, the numerical implementation of
present scheme can be outlined as follows

Step 1: Set initial values, compute the matrix A and get its inverse matrix A~ 1;

Step 2: Use Eq. (2.5) to get the density distribution function at time level t =1¢, (initially setting
F,=0) and compute the macroscopic variables using Egs. (2.10) and (2.21);

Step 3: Solve equation system (2.20) to get the velocity corrections at the boundary points and use
Eq. (2.16) to get the fluid velocity corrections;

Step 4: Modify the fluid velocity by using Eq. (2.18);

Step 5: Compute the equilibrium distribution function using Eq. (2.9);

Step 6: Compute the boundary force density by using Eq. (2.22);

Step 7: Compute the force and torque exerted on the particle by using Egs. (2.23) and (2.24);
Step 8: Update the boundary position and velocities of the particle by Egs. (2.25) and (2.26).

Step 9: Repeat Step 2 to 8 until convergence is reached.
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2.2 Particle collision rule

In the particulate flows, collisions between particles or particle and wall are unavoidable.
It is important to handle these collisions for the study of all particulate problems. Usually,
in order to implement the repulsive force for the collision process, an artificial mechanism
is introduced in the numerical scheme. Here, we select the model which is used by Niu
et al. [27]

_ 0 14 8 X;z] >t
0 X > 214,
where ¢ = (5%’])2, r; is radius of the particle, X;{] =Xk —X]I'{], X = Xk —Xy|, Xqp repre-

sents the wall position and ¢ is the threshold and is set to one lattice unit in our simula-
tion. Therefore, the particle collision force is Ff-"l = Ff —F +Ff -

3 Numerical results and discussion

3.1 A moving neutrally buoyant particle in linear shear flow

As indicated in [29], the present method could calculate the forces exerted on the im-
mersed boundary accurately due to the exact satisfaction of non-slip boundary condi-
tion. Therefore, it could be applied to simulate the particulate flows efficiently. To assess
this capability, the motion of a single neutrally buoyant circular particle in linear shear
flow is investigated. This problem was studied by Feng et al. [34] using finite element
method. They found that the particle always transfers to the center of channel, indepen-
dent of its initial position and velocity. Recently, this problem was also studied by Feng
and Michaelides [25] and Niu et al. [27] based on the IB-LBM.

Fig. 2 shows the schematic diagram of this problem. The parameters used in present
simulation are as follows: the distance between two plates is H =1; the length of plates is
L =25; the diameter of the circular particle is D =0.25H; the upper and lower plates are
moving at constant velocity of U,,/2=3/80 in the opposite directions; the particle density
is equal to the fluid density, i.e. pf=p,=1.0; the Reynolds number is Re=U, H/v=40. A
uniform mesh for the computational domain is used and the mesh size is 2001 x 81. The
periodic boundary condition is used at the inlet and outlet of channel. The initial position
of particle is located at 1o =0.25H above the lower plate and is initially at rest.

Fig. 3 demonstrates the lateral migration of the particle using present method together
with the results of others [27,34]. From this figure, it can be found that the particle mi-
grates to the centerline, just the same as observed by Feng et al. [34]. At the same time, it
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Figure 3: Comparison of lateral migration of particle with previous data.

is shown that a very good agreement is obtained between the present results and those of
others [27,34]. The two components of the particle translational velocity obtained using
present method and conventional IB-LBM [25,27] are plotted in Fig. 4. Again, the preset
results agree well with previous numerical results.

In current simulation, the particle surface is represented by 50 Lagrangian points with
uniform distribution. To investigate the effects of the number of Lagrangian points on the
simulation accuracy, the simulation of present problem with different number of surface
points is carried out. Here, four numbers of surface points are used: 30, 40, 50, and 60.
Table 1 shows the steady angular velocity of particle for the four cases. From the table, it
is clear that the number of surface points affects the simulation accuracy very little.

From the above simulation, it was found that our proposed IB-LBM [29] can efficiently
and accurately simulate the flows with particles. As compared to conventional IB-LBM
[25,27], the obtained flow field is more accurate and thus, it could produce more accurate
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Figure 4. Comparison of particle translational velocities with previous data.

Table 1: Effects of the number of Lagrangian points.

Number of surface points | Steady angular velocity of particle ||
30 0.035242
40 0.035231
50 0.035234
60 0.035214

calculation of forces exerted on the particle. In addition, the boundary force density
can be simply determined from the velocity correction. In contrast, the boundary force
density is calculated by solving the momentum equations in the direct forcing method
[26] or interpolating the distribution functions from the Eulerian points to Lagrangian
points in the momentum exchange method [27]. Clearly, the force calculation by present
method is simpler. On the other hand, we have to indicate that it is required to calculate
the elements of matrix A and its inversion at every time step due to the motion of particle.
This will take additional computational effort. However, as indicated in [29], the increase
of computation effort is very little since the number of boundary points is much less than
the total number of Eulerian points.

3.2 Particle sedimentation in viscous fluid

The particle sedimentation is an important aspect in the area of engineering application.
In order to further validate the present method, the sedimentation of one particle and
two particles in the viscous fluid are simulated.
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20

1
X

Figure 5: Instantaneous vorticity contours at different time stages.

3.2.1 One particle sedimentation

As a validation of numerical method, this problem has been extensively studied. In
present simulation, a box with 2cm width (x-direction) and 6cm height (y-direction) is
selected. The viscosity  and density pf of fluid in the box are 0.1g/(cm-s) and 1.0g/ cm?®,
respectively. The density of rigid circular particle is p, = 1.25¢/cm?, and its radius is
0.125cm. Initially, the particle is set at (1cm, 4cm) with the static (same as the fluid) state.
Due to gravity force, the particle will be falling down. A uniform mesh of 201 x 601
is used in the current simulation. The particle surface is represented by 50 Lagrangian
points with uniform distribution.

Fig. 5 displays the instantaneous vorticity contours at different time stages: 0.2s, 0.5s,
0.8s and 0.9s. The clear variation of flow structure can be observed. The evolutions of
some quantities with respect to time are plotted in Fig. 6. They are longitudinal coordi-
nate of particle center y,, longitudinal velocity of particle center v, Reynolds number of
particle Re, and translational kinetic energy E;. Here, the Reynolds number and energy

are defined as
ppdpy /U2 +02
Re,=— 3 " " 3.1)

7
and
E;=0.5M (uf, +v§) , 3.2

where 1, and v, are two components of velocity of particle center; d, is the diameter



J. Wu and C. Shu / Commun. Comput. Phys., 7 (2010), pp. 793-812 805

Present
O Wan and Turek [35]

Present
O Wan and Turek [35]

p

w P (4]
raxt
LI I e

N

o\\\\l\\\\l\\\\l\\\\

Longitudinal coordinate of particle center, y,
Longitudinal velocity of particle center, v

T T T T T T T

ol o 0 n el
0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
time time
(a) (b)
25 1.6
I Present I Present
B (@) Wan and Turek [35] | (@) Wan and Turek [35]
20} -
I 12
15 -
- | T
é’ | wo.sl
10 I
i 04}
5H |
0] 3
ob— P - P - - ‘|O‘O ot P - P - - ‘ L dy
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 K
time time
(0 (d)

Figure 6: Time histories of some quantities (a) longitudinal coordinate; (b) longitudinal velocity; (c) Reynolds
number; (d) translational kinetic energy.

of particle; M is the mass of particle. For comparison, the results of Wan and Turek
[35], who applied multigrid finite element and fictitious domain method to solve this
problem, are also included in Fig. 6. It is clear from the figure that the present results
compare well with those of Wan and Turek [35]. The small differences between present
and previous results after the particle reaches the bottom are attributed to the different
use of particle-wall collision rule. The maximum Reynolds number of particle in the
present computation is 17.08, which is very close to 17.15 provided by Wan and Turek
[35].
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3.2.2 Two particles sedimentation

Similar to the case of one particle sedimentation, this problem has also been widely stud-
ied. Here, a channel of width 2cm and height 8cm is considered. The properties of fluid
are y =0.001g/(cm-s) and ps = 1.0g/cm>. The two particles have the same properties.
The density is p, =1.01g/cm® and the radius is 0.1cm. Initially, both fluid and particles
are at rest. The first particle (P1) is set at (0.999cm, 7.2cm) and the other (P2) at (1cm,
6.8cm). The two particles start dropping under the gravity force. In present simulation, a
uniform mesh is used with mesh size of 201 x 801. The particle surface is represented by
50 Lagrangian points with uniform distribution.

It is known that the two particles settled close to each other would go through draft-
ing, kissing and tumbling or DKT motion [36]. In Fig. 7, the results of present computa-
tion show the positions of two particles at several different time stages. From the figure,
the clear DKT motion is demonstrated.

The instantaneous vorticity contours at time stages of 1.5s, 2.5s, 3.5s and 4.5s are given
in Fig. 8. The interesting phenomena due to the DKT can be observed. Figs. 9 and 10
depict the instantaneous transverse and longitudinal coordinates of two particle centers,
together with the results of Feng et al. [25] and Niu et al. [27]. It can be found that these
results are in good agreement until kissing and tumbling begin. As pointed out by Fortes
etal. [36], the tumbling is essentially a breakup of an unstable configuration of the particle
positions. Thus an exact agreement after kissing may not be expected.

From Figs. 7-10, it can be found that P1 initially trails P2 by keeping a steady distance
(about 0.4cm). At about time stage of 0.8s, two particles start to approach closer. Then
about 0.6s later, two particles almost touch each other, which means that they enter the
“kissing” part of motion. At the same time, the centers of two particles start to slowly
deviate from the channel center and to move closer. At about time stage of 2.4s, the
particles completely tumble. The same phenomena at these three time stages were also
observed in [25] and [27].

3.3 Particle suspension in a 2D symmetric stenotic artery

In order to examine the present method for the particulate flows with complex geome-
tries, the particle suspension in a two-dimensional stenotic artery is simulated. This kind
of flow is of great interest in medical science. There are numerous papers on the study
of the pulsatile flow in a mildly or severely stenotic artery. Recently, such problem was
studied by Li et al. [37] employing LBM.

As shown in Fig. 11, this systemis a two-dimensional rigid planar channel with length
L =32d and width W =8d, where d is the diameter of the rigid circular particles. The
stenosis is created by adding two symmetric protuberances inside the vessel. The protu-
berance is a semicircle with radius determined by the width of the stenosis throat b. In
our simulations d < b < 2d. The densities of both fluid and particles are 1.0¢/cm> and the
viscosity of fluid is 0.01¢/ (cm-s). The pressure difference between the inlet and outlet is
541 Pa. Hence, a pressure boundary condition which was proposed by Zou and He [38]
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is applied. The radius of the particle is 8 lattice units. The particle surface is represented
by 50 Lagrangian points with uniform distribution. The particles are placed 8d left to the
stenosis throat and keep fixed in the first 5000 time steps. After that time, the particles
are set to move freely due to the forces and torques exerting on them.

3.3.1 One particle passes the stenosis throat with b =1.75d

When the particle gets across the stenosis throat, the velocity is larger than that in the
flat tube. Fig. 12 provides the snapshots for the initial position of particle 2d above the
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centerline. From Fig. 12, it is clear that the particle moves toward the centerline when it
gets near and across the protuberance. After passing the stenosis, the particle migrates
up to the same height of the initial position. This observation is the same as that in [37].
The non-dimensional velocity at the center of particle is shown in Fig. 13. The x-direction
velocity at stenosis throat is about five times of that in the flat tube. The y-direction
velocity is almost equal to zero far away the protuberance and displays a wave shape
when the particle passes stenosis throat.

3.3.2 Two particles pass the stenosis throat with b =1.75d

Since the gap between two protuberances is only 1.75d and the particles are rigid, two
particles can not pass the throat side by side. The trajectories of two particles, which are
symmetric to the centerline initially, are given in Fig. 14. The particles stop before the
throat and the velocities of fluid become zero after the particles block the throat com-
pletely. However, as indicated in [37], there is space for the fluid to flow even the throat
is blocked by the particles in three-dimensional simulation.

When two particles are positioned asymmetric to the centerline initially, the different
phenomena appear. Fig. 15 shows the snapshots. Initially the upper particle is positioned
2d+S above the centerline and the lower particle is positioned 2d below the centerline,
where S=d /4000. Because of this very small asymmetry, the particles can pass the throat.
Before the particles reach the throat, they go forward side by side. However, when they
are going to get across the throat, the effect of small asymmetry is exhibited. The lower
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d /4000.

particle keeps moving while the upper particle stops and then turns back, leaving space
to let the lower particle pass the throat. Once the lower particle passes the throat, the
upper one turns around again and follows the lower particle. The enlarged part of the
x-direction coordinates of two particles with respect to the time is shown in Fig. 16. This
figure clearly shows the process.
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4 Conclusions

A developed immersed boundary-lattice Boltzmann method for simulating the particu-
late flows is provided in this paper. The basic idea of IBM is that the effect of boundary
can be replaced by the restoring force acting on the fluid field. Therefore, the key issue
is to obtain this restoring force. In the conventional IB-LBM, such force density is deter-
mined in advance. As a result, the non-slip boundary condition is not exactly satisfied.
To overcome this drawback in conventional IB-LBM, in this study, the force density is re-
garded as unknown which is determined by enforcing the non-slip boundary condition.
For simulating the particulate flows, accurate computation of the hydrodynamic force
which controls the motion of particles is very important. Since the non-slip boundary
condition is enforced, the force calculation is accurate in the present IB-LBM.

In order to validate the method for handling particulate flow problems, the simulation
of migration of a neutrally buoyant particle in a simple shear flow is carried out. Then,
the sedimentation of one particle in a box and two particles in a channel is modeled.
Finally, the cases of particle suspension in a 2D symmetric stenotic artery are studied. All
the obtained numerical results compare well with previous experimental and numerical
results. It seems that the boundary condition-enforced IB-LBM is a suitable scheme to
handle the particulate flow problems.
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