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Abstract. In this paper, we develop, analyze and test local discontinuous Galerkin
(LDG) methods for solving the Degasperis-Procesi equation which contains nonlinear
high order derivatives, and possibly discontinuous or sharp transition solutions. The
LDG method has the flexibility for arbitrary h and p adaptivity. We prove the L2 sta-
bility for general solutions. The proof of the total variation stability of the schemes
for the piecewise constant P0 case is also given. The numerical simulation results for
different types of solutions of the nonlinear Degasperis-Procesi equation are provided
to illustrate the accuracy and capability of the LDG method.
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1 Introduction

In this paper, we consider numerical approximations to the Degasperis-Procesi (DP)
equation

ut−utxx+4 f (u)x = f (u)xxx, (1.1)

where f (u)=u2/2. We develop two local discontinuous Galerkin (LDG) methods for this
nonlinear DP equation. Our proposed schemes are high order accurate, nonlinear stable
and flexible for arbitrary h and p adaptivity. The proof of the L2 stability of the schemes
are given for general solutions and total variation stability for the piecewise constant P0

case is also given. To our best knowledge, this is the first provably stable finite element
method for the DP equation.
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Degasperis and Procesi [14] studied the following family of third order dispersive
PDE conservation laws,

ut+c0ux+κuxxx−ǫ2utxx =(c1u2+c2u2
x+c3uuxx)x, (1.2)

where κ, ǫ, c0, c1, c2, and c3 are real constants. Their motivation was to answer the
question of which equations of a form similar to the Camassa-Holm (CH) equation are
integrable. Applying the method of asymptotic integrability to the family (1.2), they
found that there are only three equations that satisfy the asymptotic integrability con-
dition within this family, namely, the KdV equation (ǫ = c2 = c3 = 0), the CH equation
(c1 =−3c3/2ǫ2, c2 =c3/2) and one new equation (c1 =−2c3/2ǫ2, c2 =c3, the DP equation).
By rescaling, shifting the dependent variable and applying a Galilean boost [13], one can
find the Degasperis-Procesi equation (1.1) which has a similar form to the limiting case
of the Camassa-Holm shallow water equation.

Despite the similarities to the CH equation, we would like to point out that the DP
equation is truly different. One of the important features of the DP equation is that it has
not only peaked solutions [13], for example, u(x,t) = ce−|x−ct|, but also shock waves to
the equation [9, 24], for example

u(x,t)=− 1

t+c
sign(x)e−|x|, c>0. (1.3)

Also, these two equations have entirely different forms of conservation laws:

• Three useful conservation laws for the DP equation:

E1(u)=
∫

R
(u−uxx)dx, E2(u)=

∫

R
(u−uxx)vdx, E3(u)=

∫

R
u3dx,

where 4v−vxx =u.

• Three useful conservation laws for the CH equation:

H1(u)=
∫

R
(u−uxx)dx, H2(u)=

∫

R
(u2+u2

x)dx, H3(u)=
∫

R
(u3+uu2

x)dx.

We can see that the corresponding conservation laws of the DP equation are much weaker
than those of the CH equation. The conservation laws Ei(u) can not guarantee the bound-
edness of the slope of a wave in the L2-norm. There is no way to find conservation laws
controlling the H1-norm, which plays a very important role in studying the CH equa-
tion. Such nonlinearly dispersive partial differential equations support peakon solutions
and shock solutions. The lack of smoothness of the solution introduces more difficulty
in the numerical computation. It is a challenge to design stable and high order accurate
numerical schemes for solving this equation.

In the last ten years, a lot of analysis has been given for the DP equation. Coclite
and Karlsen proved existence and uniqueness results for entropy weak solutions belong-
ing to the class L1∩BV in [9] and uniqueness result for entropy weak solutions by re-
placing the Kruzžkov-type entropy inequalities by an Oleinik-type estimate in [10]. For
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the wellposedness of the initial value problem, Yin has given a discussion within cer-
tain functional classes in a series of papers [39–41]. Some blowup results were studied
in [16, 17, 23].

The explicit form of multipeakon solutions of the DP equation was found by Lund-
mark and Szmigielski [25, 26]. Lundmark [24] found some explicit shock solutions to the
DP equation that are entropy weak solutions and also showed that a jump discontinuity
forms when a peakon collides with an antipeakon. The traveling wave solutions of the
DP equation were investigated in [21]. Matsuno [27, 28] discussed multisoliton solutions
and their peakon limits and N soliton solutions of the DP equation.

There are only a few numerical works in the literature to solve the DP equation. Co-
clite, Karlsen and Risebro [11] constructed several operator splitting schemes and proved
that solutions of these finite difference schemes converge to entropy weak solutions.
Moreover, they provided several numerical examples to show that shock solutions can
form independently of the smoothness of the initial data. Another operator splitting
method was proposed for the DP equation in [18], which is based on the second-order
TVD scheme and linearized implicit finite difference method. In [20], a particle method
based on the multi-shock peakon solutions was investigated for entropy weak solutions
of the DP equation numerically.

The discontinuous Galerkin (DG) method we discuss in this paper is a class of fi-
nite element methods, using discontinuous, piecewise polynomials as the solution and
the test space. It was first designed as a method for solving hyperbolic conservation
laws containing only first order spatial derivatives, e.g., Reed and Hill [29] for solving
linear equations, and Cockburn et al. [2–4, 6] for solving nonlinear equations. It is dif-
ficult to apply the DG method directly to the equations with higher order derivatives.
The LDG method is an extension of the DG method aimed at solving partial differential
equations (PDEs) containing higher than first order spatial derivatives. The first LDG
method was constructed by Cockburn and Shu in [5] for solving nonlinear convection
diffusion equations containing second order spatial derivatives. Their work was moti-
vated by the successful numerical experiments of Bassi and Rebay [1] for the compress-
ible Navier-Stokes equations. The idea of the LDG method is to rewrite the equations
with higher order derivatives into a first order system, then apply the DG method on
the system. The design of the numerical fluxes is the key ingredient to ensure stability.
The LDG techniques have been developed for convection diffusion equations (containing
second derivatives) [5], nonlinear one-dimensional and two-dimensional KdV type equa-
tions [33,38] and the Camassa-Holm equation [34]. In [35,37], LDG methods are designed
for the Hunter-Saxton equation. There is a recent review paper on the LDG methods for
high-order time-dependent partial differential equations [36], which provides more de-
tails. More general information about DG methods for elliptic, parabolic and hyperbolic
partial differential equations can be found in the three special journal issues devoted to
the DG method [7, 8, 12], as well as in the recent books and lecture notes [19, 22, 30, 31].

The DG discretization results in an extremely local, element based discretization,
which is beneficial for parallel computing and maintaining high order accuracy on un-
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structured meshes. In particular, DG methods are well suited for hp-adaptation, which
consists of local mesh refinement and/or the adjustment of the polynomial order in indi-
vidual elements. They also have excellent provable nonlinear stability. The LDG method
for the DP equation (1.1) that we design in this paper shares all these nice properties.

The paper is organized as follows. In Section 2, we present and analyze our LDG
method for the DP equation (1.1). Section 3 contains numerical results to demonstrate
the accuracy and capability of the methods. Concluding remarks are given in Section 4.
Some of the more technical proofs of several lemmas are collected in the appendix.

2 The LDG methods for the DP equation

2.1 Notation

We denote the mesh of the domain Ω by Ij =[xj−1/2,xj+1/2], for j =1,··· , J. The center of
the cell is xj=(xj−1/2+xj+1/2)/2 and the mesh size is denoted by hj=xj+1/2−xj−1/2, with
h=max1≤j≤J hj being the maximum mesh size. We assume the mesh is regular, namely the
ratio between the maximum and the minimum mesh sizes stays bounded during mesh
refinements. We define the piecewise-polynomial space Vh as the space of polynomials
of the degree up to k in each cell Ij, i.e.,

Vh =
{

v : v∈Pk(Ij), for x∈ Ij, j=1,··· , J
}

.

Note that functions in Vh are allowed to have discontinuities across element interfaces.
The solution of the numerical scheme is denoted by uh, which belongs to the finite

element space Vh. We denote by (uh)
+
j+1/2 and (uh)

−
j+1/2 the values of uh at xj+1/2, from

the right cell Ij+1, and from the left cell Ij, respectively. We use the usual notations [uh]=
u+

h −u−
h and ūh =(u+

h +u−
h )/2 to denote the jump and the mean of the function uh at each

element boundary point, respectively.

2.2 The auxiliary variable and its equation

To obtain the L2 bound on the solution u in terms of the L2 norm of the initial data u0, we
need to introduce the auxiliary variable v which satisfies the following equation

4v−vxx =u. (2.1)

We assume the solution satisfies the periodic boundary conditions

u(x,t)=u(x+L,t), v(x,t)=v(x+L,t), (2.2)

where L is the period in the x direction. Notice that the assumption of periodic boundary
conditions is for simplicity only and is not essential: the method can be easily designed
for non-periodic boundary conditions.
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The motivation to the introduction of the variable v is from the energy E2(u) of the
DP equation. One can use the variable v to get another form of the energy E2(u). It can
be proved that the quantity v satisfies the energy stability [9]

d

dt

∫

Ω

(
2v2+

5

2
(vx)

2+
1

2
(vxx)

2
)

dx=0. (2.3)

Thereby we can get the L2 stability of u, i.e.,

‖u‖L2(R) 62
√

2‖u0‖L2(R). (2.4)

In order to prove the L2 bound on the numerical solution uh, we also need to introduce
the LDG scheme for Eq. (2.1). We rewrite Eq. (2.1) as a first order system:

4v−z=u, (2.5a)

z−wx =0, (2.5b)

w−vx =0. (2.5c)

The LDG method for Eq. (2.5) is formulated as follows: find vh, wh, zh ∈Vh, such that, for
all test functions σ, ς, ζ∈Vh,

∫

Ij

4vhσdx−
∫

Ij

zhσdx =
∫

Ij

uhσdx, (2.6a)

∫

Ij

zhςdx+
∫

Ij

whςxdx−(ŵhς−)j+ 1
2
+(ŵhς+)j− 1

2
=0, (2.6b)

∫

Ij

whζdx+
∫

Ij

vhζxdx−(v̂hζ−)
j+ 1

2
+(v̂hζ+)

j− 1
2
=0. (2.6c)

The ”hat” terms in (2.6) in the cell boundary terms from integration by parts are the so-
called ”numerical fluxes”, which are single valued functions defined on the edges and
should be designed based on different guiding principles for different PDEs to ensure
stability. For Eq. (2.6), we can take the simple choices of alternating fluxes such that

ŵh =w−
h , v̂h =v+

h , (2.7)

where we have omitted the half-integer indices j+1/2 as all quantities in (2.7) are com-
puted at the same points (i.e., the interfaces between the cells). We remark that the choice
for the fluxes (2.7) is not unique. We can for example also choose the following numerical
flux

ŵh =w+
h , v̂h =v−h . (2.8)

Remark 2.1. The LDG scheme (2.6) is only used for the proof of the L2 stability of uh. It
does not need to be actually computed in the numerical algorithm.
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In the following, we will give a Lemma which provides the energy stability relation
for the schemes (2.6)-(2.7). This Lemma will be used to prove the energy stability for the
different LDG schemes.

Lemma 2.1. The solution to the schemes (2.6)-(2.7) satisfies the following equality

d

dt

∫

Ω

(
2v2

h+
5

2
w2

h+
1

2
z2

h

)
dx=

∫

Ω
(uh)t(vh−zh)dx. (2.9)

Proof. For Eq. (2.6), we first take the time derivative and choose the test functions σ =
vh−zh, ς=vh and ζ =4wh, then we get

∫

Ij

4(vh)t(vh−zh)dx−
∫

Ij

(zh)t(vh−zh)dx =
∫

Ij

(uh)t(vh−zh)dx, (2.10a)

∫

Ij

(zh)tvhdx+
∫

Ij

(wh)t(vh)xdx−
(
(̂wh)tv

−
h

)
j+ 1

2
+

(
(̂wh)tv

+
h

)
j− 1

2
=0, (2.10b)

4
∫

Ij

(wh)twhdx+4
∫

Ij

(vh)t(wh)xdx−4
(
(̂vh)tw

−
h

)
j+ 1

2
+4

(
(̂vh)tw

+
h

)
j− 1

2
=0. (2.10c)

We can also choose the test functions ς=4(vh)t, ζ =(wh)t in Eqs. (2.6b)-(2.6c) and obtain

4
∫

Ij

zh(vh)tdx+4
∫

Ij

wh((vh)t)xdx−4
(
ŵh(vh)

−
t

)
j+ 1

2
+4

(
ŵh(vh)

+
t

)
j− 1

2
=0, (2.11a)

∫

Ij

wh(wh)tdx+
∫

Ij

vh((wh)t)xdx−
(
v̂h(wh)

−
t

)
j+ 1

2
+

(
v̂h(wh)

+
t

)
j− 1

2
=0. (2.11b)

Summing Eqs. (2.10a)-(2.11b) together, we can get
∫

Ij

(4(vh)tvh+5(wh)twh+(zh)tzh)dx+Ψj+ 1
2
−Ψj− 1

2
+Θj− 1

2
=

∫

Ij

(uh)t(vh−zh)dx, (2.12)

where the numerical entropy fluxes are given by

Ψj+ 1
2
=

(
4(w−

h (vh)
−
t −(ŵh(vh)

−
t +(̂vh)tw

−
h ))+v−h (wh)

−
t −(v̂h(wh)

−
t +(̂wh)tv

−
h )

)
j+ 1

2

,

and the extra term Θ is given by

Θj− 1
2
=

(
4(−[(vh)twh]+(̂vh)t[wh]+ŵh[(vh)t])−[(wh)tvh]+(̂wh)t[vh]+ v̂h[(wh)t]

)
j− 1

2

.

With the definition (2.7) of the numerical fluxes and after some algebraic manipulation,
we easily obtain

−[(vh)twh]+(̂vh)t[wh]+ŵh[(vh)t]=0,

−[(wh)tvh]+(̂wh)t[vh]+ v̂h[(wh)t]=0.

Summing up Eq. (2.12) over j and taking into account the periodic boundary condition,
we obtain Eq. (2.9).
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2.3 The LDG method (I)

In this section, we define our first LDG method for the DP equation (1.1), written in the
following form

ut−utxx+4 f (u)x = f (u)xxx, (2.13)

with an initial condition
u(x,0)=u0(x), (2.14)

where f (u)=u2/2. We write Eq. (2.13) in the following form

u−uxx =q, (2.15a)

qt+4 f (u)x = f (u)xxx. (2.15b)

To define the local discontinuous Galerkin method, we further rewrite Eq. (2.15a) as a
first order system:

u−rx =q, (2.16a)

r−ux =0. (2.16b)

The LDG method for Eq. (2.16a), where q is assumed known and we would want to solve
for u, is formulated as follows: find uh, rh ∈Vh, such that, for all test functions ρ, φ∈Vh,

∫

Ij

uhρdx+
∫

Ij

rhρxdx−(r̂hρ−)j+ 1
2
+(r̂hρ+)j− 1

2
=

∫

Ij

qhρdx, (2.17a)

∫

Ij

rhφdx+
∫

Ij

uhφxdx−(ûhφ−)j+ 1
2
+(ûhφ+)j− 1

2
=0. (2.17b)

Corresponding to the numerical flux (2.7), we can take the simple choices such that

r̂h = r−h , ûh =u+
h . (2.18)

For Eq. (2.15b), we can also rewrite it into a first order system:

qt+4s−px =0, (2.19a)

p−sx =0, (2.19b)

s− f (u)x =0. (2.19c)

Now we can define a local discontinuous Galerkin method to the equations in (2.19),
resulting in the following scheme: find qh, ph, sh∈Vh, such that, for all test functions ϕ, ψ,
η∈Vh,

∫

Ij

(qh)t ϕdx+
∫

Ij

4sh ϕdx+
∫

Ij

ph ϕxdx−( p̂h ϕ−)j+ 1
2
+( p̂hϕ+)j− 1

2
=0, (2.20a)

∫

Ij

phψdx+
∫

Ij

shψxdx−(ŝhψ−)j+ 1
2
+(ŝhψ+)j− 1

2
=0, (2.20b)

∫

Ij

shηdx+
∫

Ij

f (uh)ηxdx−( f̂ η−)j+ 1
2
+( f̂ η+)j− 1

2
=0. (2.20c)
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The numerical fluxes in Eqs. (2.20) are chosen as

p̂h = p−h , ŝh = s+
h , (2.21)

and f̂ (u−
h ,u+

h ) is a monotone flux for solving conservation laws, i.e., it is Lipschitz contin-

uous in both arguments, consistent ( f̂ (uh,uh)= f (uh)), non-decreasing in the first argu-
ment and non-increasing in the second argument. Examples of monotone fluxes which
are suitable for discontinuous Galerkin methods can be found in, e.g., [4]. We could for
example use the simple Lax-Friedrichs flux

f̂ (u−
h ,u+

h )=
1

2

(
f (u−

h )+ f (u+
h )−ε(u+

h −u−
h )

)
, ε=max| f ′(uh)|,

where the maximum is taken over a relevant range of uh. This Lax-Friedrichs flux is
used in the numerical experiments in next section. The definition of the algorithm is now
complete.

We remark that the choice for the fluxes (2.18) and (2.21) is not unique. We can for
example also choose the following numerical flux

r̂h = r+
h , ûh =u−

h , p̂h = p+
h , ŝh = s−h , (2.22)

which is corresponding to the numerical flux (2.8).

Algorithm flowchart (I)

In this section, we give the details related to the implementation of the method.

• Given the solution uh at time level n, we first obtain qh from Eqs. (2.17)-(2.18) in the
following matrix form

qh =Auh, (2.23)

where qh and uh are the vectors containing the degrees of freedom for qh and uh, respec-
tively.

• From (2.20)-(2.21), we obtain the LDG discretization of the residual 4 f (u)x− f (u)xxx

in the following vector form

(qh)t = res(uh). (2.24)

• We then combine (2.23) and (2.24) to obtain

A(uh)t = res(uh). (2.25)

• We use a time discretization method to solve

(uh)t =A−1res(uh). (2.26)
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This step involves a linear solver with the matrix A. We perform a LU decomposition for
A at the beginning and use it for all time steps. Any standard ODE solvers can be used
here, for example the Runge-Kutta methods.

The LDG matrix A is a sparse block matrix, hence its multiplication with vectors and
a linear solver involving it as the coefficient matrix can be implemented efficiently.

Proposition 2.1. (Energy stability of the solution vh) The solution to the schemes (2.17)-
(2.18) and (2.20)-(2.21) satisfies the stability property

d

dt

∫

Ω

(
2v2

h+
5

2
w2

h+
1

2
z2

h

)
dx≤0. (2.27)

Proof. For Eqs. (2.17), we first take the time derivative and take the test functions ρ = vh
and φ=−wh, then we get

∫

Ij

(uh)tvhdx+
∫

Ij

(rh)t(vh)xdx−
(
(̂rh)tv

−
h

)
j+ 1

2
+

(
(̂rh)tv

+
h

)
j− 1

2
=

∫

Ij

(qh)tvhdx, (2.28a)

−
∫

Ij

(rh)twhdx−
∫

Ij

(uh)t(wh)xdx+
(
(̂uh)tw

−
h

)
j+ 1

2
−

(
(̂uh)tw

+
h

)
j− 1

2
=0. (2.28b)

We also choose the test function in Eqs. (2.20) and (2.6) in the following

ϕ=vh, ψ=−wh, η =−uh, σ=−sh, ς=−(uh)t−sh, ζ = ph +(rh)t,

and sum up with Eqs. (2.28a) and (2.28b). Taking F(uh)=
∫ uh f (τ)dτ, then we obtain

∫

Ij

(uh)t(vh−zh)dx+Υj+ 1
2
−Υj− 1

2
+Λj− 1

2
=0, (2.29)

where the numerical entropy fluxes are given by

Υj+ 1
2
=

(
−F(u−

h )+ f̂ u−
h −(w−

h ((uh)t+sh)
−−(ŵh((uh)t+sh)

−+((̂uh)t+ ŝh)w−
h ))

+v−h ((rh)t+ph)
−−(v̂h((rh)t+ph)

−+((̂rh)t+ p̂h)v−h )
)

j+ 1
2

,

and the extra term Λ is given by

Λj− 1
2
=

(
[F(uh)]− f̂ [uh]−(−[((uh)t+sh)wh]+((̂uh)t+ ŝh)[wh]+ŵh[(uh)t+sh])

−[((rh)t+ph)vh]+((̂rh)t+ p̂h)[vh]+ v̂h[(rh)t+ph]
)

j− 1
2

.

With the definition (2.7), (2.18) and (2.21) of the numerical fluxes and after some algebraic
manipulation, we easily obtain

−[((uh)t+sh)wh]+((̂uh)t+ ŝh)[wh]+ŵh[(uh)t+sh]=0,

−[((rh)t+ph)vh]+((̂rh)t+ p̂h)[vh]+ v̂h[(rh)t+ph]=0,
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and hence

Λj− 1
2
=

(
[F(uh)]− f̂ [uh]

)
j− 1

2
≥0,

where the last inequality follows from the monotonicity of the flux

[F(uh)]− f̂ [uh]=
∫ u+

h

u−
h

(
f (s)− f̂ (u−

h ,u+
h )

)
ds≥0.

Summing up Eq. (2.29) over j and taking into account the periodic boundary condition,
we obtain

∫

Ω
(uh)t(vh−zh)dx≤0.

Combining with the results in Lemma 2.1, we obtain the energy stability in (2.27).

2.4 The LDG method (II)

Eq. (2.13) is formally equivalent to the system

ut+ f (u)x+p=0, (2.30a)

p−pxx =3 f (u)x. (2.30b)

To define another local discontinuous Galerkin method, we further rewrite Eq. (2.30a) as
a first order system:

ut+q+p=0, (2.31a)

p−sx =3q, (2.31b)

s−px =0, (2.31c)

q− f (u)x =0. (2.31d)

The LDG method for Eq. (2.31) is formulated as follows: find uh, sh, ph, qh∈Vh, such that,
for all test functions ϕ, ψ, η∈Vh,

∫

Ij

(uh)t ϕdx+
∫

Ij

(qh+ph)ϕdx =0, (2.32a)

∫

Ij

phψdx+
∫

Ij

shψxdx−(ŝhψ−)j+ 1
2
+(ŝhψ+)j− 1

2
=3

∫

Ij

qhψdx, (2.32b)

∫

Ij

shηdx+
∫

Ij

phηxdx−( p̂hη−)j+ 1
2
+( p̂hη+)j− 1

2
=0, (2.32c)

∫

Ij

qhρdx+
∫

Ij

f (uh)ρxdx−( f̂ ρ−)j+ 1
2
+( f̂ ρ+)j− 1

2
=0. (2.32d)
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Corresponding to the numerical flux (2.7), the numerical fluxes in Eq. (2.32) are chosen
as

p̂h = p−h , ŝh = s+
h . (2.33)

Here f̂ (u−
h ,u+

h ) is a monotone flux for solving conservation laws. The definition of the
algorithm is now complete.

We remark that the choice for the fluxes (2.33) is not unique. We can for example also
choose the following numerical flux

p̂h = p+
h , ŝh = s−h , (2.34)

which is corresponding to the numerical flux (2.8).

Algorithm flowchart (II)

In this section, we give details related to the implementation of the method.

• Given the solution uh at time level n, we first solve Eq. (2.32d) to get qh.

qh = res(uh). (2.35)

• From (2.32b), (2.32c) and (2.33), we obtain the following matrix form

Aph =3qh. (2.36)

This step involves a linear solver with the matrix A. Then we get

ph =3A−1
qh. (2.37)

• Using the solution qh, ph of (2.35) and (2.37) to computing discretization of the
residual in (2.32a), then we obtain

(uh)t =qh+ph. (2.38)

Any standard ODE solvers can be used here, for example the Runge-Kutta methods.

Proposition 2.2. (Energy stability of solution vh) The solution to the schemes (2.32)-(2.33)
satisfies the stability property

d

dt

∫

Ω

(
2v2

h+
5

2
w2

h+
1

2
z2

h

)
dx≤0. (2.39)

Proof. Since (2.32) and (2.6) hold for any test functions in Vh, we can choose

ϕ=vh−zh, ψ=−vh, η =wh, ρ=−uh, σ=−qh, ς= ph, ζ =−sh,
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and sum up the equations. Taking F(uh)=
∫ uh f (τ)dτ, then we obtain

∫

Ij

(uh)t(vh−zh)dx+Φj+ 1
2
−Φj− 1

2
+Ξj− 1

2
=0, (2.40)

where the numerical entropy fluxes are given by

Φj+ 1
2
=

(
−F(u−

h )+ f̂ u−
h +(w−

h p−h −(ŵh p−h + p̂hw−
h ))−(v−h s−h −(v̂hs−h + ŝhv−h ))

)
j+ 1

2

,

and the extra term Ξ is given by

Ξj− 1
2
=

(
[F(uh)]− f̂ [uh]+(−[phwh]+ p̂h[wh]+ŵh[ph])−(−[shvh]+(̂sh)[vh]+ v̂h[sh])

)
j− 1

2

.

With the definition (2.7) and (2.33) of the numerical fluxes and after some algebraic ma-
nipulation, we easily obtain

−[phwh]+ p̂h[wh]+ŵh[ph])=0,

−[shvh]+ ŝh[vh]+ v̂h[sh]=0,

and hence

Ξj− 1
2
=

(
[F(uh)]− f̂ [uh]

)
j− 1

2
≥0,

where the last inequality follows from the monotonicity of the flux

[F(uh)]− f̂ [uh]=
∫ u+

h

u−
h

( f (s)− f̂ (u−
h ,u+

h ))ds≥0.

Summing up Eq. (2.40) over j and taking into account the periodic boundary condition,
we obtain

∫

Ω
(uh)t(vh−zh)dx≤0.

Combining with the results in Lemma 2.1, we can get energy stability in (2.39).

2.5 L2 stability of solution uh

Proposition 2.3. (L2 stability) The solutions to the LDG Schemes (I) and (II) both satisfy
the stability property

‖uh‖L2(Ω)≤2
√

2‖u0‖L2(Ω). (2.41)
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Proof. From Eq. (2.6a), we can easily obtain

∫

Ω
u2

hdx=
∫

Ω
(4vh−zh)

2dx≤2
∫

Ω
(16v2

h +z2
h)dx

≤16
∫

Ω

(
2v2

h +
5

2
w2

h+
1

2
z2

h

)
dx.

By using the stability results for vh of Scheme (I) or (II), we have

∫

Ω
u2

hdx≤16
∫

Ω

(
2v2

0+
5

2
w2

0+
1

2
z2

0

)
dx. (2.42)

In Eqs. (2.6b) and (2.6c), we choose the test function ς = vh, ζ = wh. By the definition of
numerical flux (2.7) and some algebraic manipulation, we easily obtain

∫

Ω
zhvhdx=−

∫

Ω
w2

hdx. (2.43)

On the other hand, we also have
∫

Ω
u2

hdx=
∫

Ω
(16v2

h−8vhzh+z2
h)dx=

∫

Ω
(16v2

h +8w2
h+z2

h)dx≥
∫

Ω
(4v2

h +5w2
h+z2

h)dx.

For t=0, we will have
∫

Ω
u2

0dx≥
∫

Ω
(4v2

0+5w2
0+z2

0)dx. (2.44)

Combining (2.42) and (2.44), we get

∫

Ω
u2

hdx≤8
∫

Ω
u2

0dx,

which implies (2.41).

2.6 Total variation bounded property for the P0 case

In this section, we will discuss the total variation bounded property for the P0 case in the
uniform grid. We denote the mesh size by h and the time step by ∆t. The cell average of
the solution uh is denoted as

uj =
1

h

∫

Ij

uhdx.

We also denote

Iuj =uj, ∆+uj =uj+1−uj, ∆−uj =uj−uj−1.

Now we can get the scheme for the P0 case:
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• Scheme (I)

d

dt

(
I− 1

h2
∆+∆−

)
uj+4

f̂ j+ 1
2
− f̂ j− 1

2

h
−

f̂ j+ 3
2
−3 f̂ j+ 1

2
+3 f̂ j− 1

2
− f̂ j− 3

2

∆x3
=0. (2.45)

• Scheme (II)

duj

dt
+

f̂ j+ 1
2
− f̂ j− 1

2

h
+pj =0, (2.46a)

(
I− 1

h2
∆+∆−

)
pj =3

f̂ j+ 1
2
− f̂ j− 1

2

h
. (2.46b)

Eq. (2.46b) can be written into the matrix form

Aph = res(uh), (2.47)

where the matrix A is a tridiagonal matrix in the following form

A=




1+2a −a 0 ··· 0 −a
−a 1+2a −a 0 ··· 0
0 −a 1+2a −a 0 0
...

...
. . .

. . .
. . .

...
0 ··· 0 −a 1+2a −a
−a 0 ··· 0 −a 1+2a




, a=
1

h2
, (2.48)

and ph, uh are the vectors containing {pj}, {uj}, respectively.

Remark 2.2. For Eq. (2.45), we can rewrite it as

d

dt

(
I− 1

h2
∆+∆−

)
uj+3

f̂ j+ 1
2
− f̂ j− 1

2

h
+

(
I− 1

h2
∆+∆−

) f̂ j+ 1
2
− f̂ j− 1

2

h
=0. (2.49)

After taking the inverse of matrix A, we can see that the scheme (2.49) and (2.46) are the
same. In the following, we only discuss the scheme (2.46).

Lemma 2.2. (Property of A−1) The inverse of the matrix A can be written as

A−1 =




α1 α2 ··· αJ−1 αJ

αJ α1 α2 ··· αJ−1
...

...
. . .

...
...

α3 ··· αJ α1 α2

α2 ··· αJ−1 αJ α1




, (2.50)



488 Y. Xu and C.-W. Shu / Commun. Comput. Phys., 10 (2011), pp. 474-508

where {αj} satisfy the following properties

|αj−αj+1|<
1

2
h2, j=1,··· , J−1, (2.51a)

06α1−αJ <
1

2
h2. (2.51b)

Proof. The proof of this lemma will be given in the appendix.

After inverting the matrix A in (2.46b), we can get

pj =3
J

∑
i=1

αi

f̂ j+i+ 1
2
− f̂ j+i− 1

2

h
. (2.52)

Now the scheme (2.46a) becomes

duj

dt
+

f̂ j+ 1
2
− f̂ j− 1

2

h
+3

J

∑
i=1

αi

f̂ j+i+ 1
2
− f̂ j+i− 1

2

h
=0. (2.53)

For simplicity, we will only consider the forward Euler time discretization of the semi-
discrete scheme (2.52). Now we will get the fully discretized scheme

un+1
j =un

j −λ
(

f̂ n
j+ 1

2
− f̂ n

j− 1
2

)
−3λ

J

∑
i=1

αi

(
f̂ n
j+i+ 1

2
− f̂ n

j+i− 1
2

)
, (2.54)

where λ=∆t/h. With a simple calculation, we can get

−λ( f̂ n
j+ 1

2
− f̂ n

j− 1
2
)=−λ

f̂ (un
j ,un

j+1)− f̂ (un
j ,un

j )

∆+un
j

∆+un
j −λ

f̂ (un
j ,un

j )− f̂ (un
j−1,un

j )

∆−un
j

∆−un
j .

Denoting

Cj+ 1
2
=−λ

f̂ (un
j ,un

j+1)− f̂ (un
j ,un

j )

∆+un
j

, Dj− 1
2
=λ

f̂ (un
j ,un

j )− f̂ (un
j−1,un

j )

∆−un
j

,

we have

06Cj+ 1
2
6λL2, 06Dj+ 1

2
6λL1, (2.55)

where we have used the monotonicity and Lipschitz continuity of flux f̂ , which is non-
decreasing in the first argument and non-increasing in the second argument. L1 and L2

are the Lipschitz constants of f̂ with respect to its first and second arguments, respec-
tively. If we choose the time step so that

λ6
1

L1+L2
, (2.56)
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we also have

1−Cj+ 1
2
−Dj+ 1

2
>0. (2.57)

Since we have

−λ
(

f̂ n
j+ 1

2
− f̂ n

j− 1
2

)
=Cj+ 1

2
∆+un

j −Dj− 1
2
∆−un

j , (2.58)

we can rewrite Eq. (2.54) into the following form

un+1
j =un

j +Cj+ 1
2
∆+un

j −Dj− 1
2
∆−un

j +3
J

∑
i=1

αi

(
Cj+i+ 1

2
∆+un

j+i−Dj+i− 1
2
∆−un

j+i

)
. (2.59)

Taking the forward difference operation ∆+ on (2.59), we have

∆+un+1
j =(1−Cj+ 1

2
−Dj+ 1

2
)∆+un

j +Cj+ 3
2
∆+un

j+1+Dj− 1
2
∆−un

j +3
J

∑
i=1

αiCj+i+ 3
2
∆+un

j+i+1

−3
J

∑
i=1

αiCj+i+ 1
2
∆+un

j+i−3
J

∑
i=1

αiDj+i+ 1
2
∆−un

j+i+1+3
J

∑
i=1

αiDj+i− 1
2
∆−un

j+i.

Using the property (2.55), (2.57), (2.51a) and periodicity of the solution, we can obtain

J

∑
j=1

|∆+un+1
j |6

J

∑
j=1

(1−Cj+ 1
2
−Dj+ 1

2
)|∆+un

j |+
J

∑
j=1

Cj+ 3
2
|∆+un

j+1|+
J

∑
j=1

Dj− 1
2
|∆−un

j |

+3
J

∑
j=1

∣∣∣
J

∑
i=1

αiCj+i+ 3
2
∆+un

j+i+1−
J

∑
i=1

αiCj+i+ 1
2
∆+un

j+i

∣∣∣

+3
J

∑
j=1

∣∣∣
J

∑
i=1

αiDj+i− 1
2
∆−un

j+i−
J

∑
i=1

αiDj+i+ 1
2
∆−un

j+i+1

∣∣∣

=
J

∑
j=1

(1−Cj+ 1
2
−Dj+ 1

2
)|∆+un

j |+
J

∑
j=1

Cj+ 1
2
|∆+un

j |+
J

∑
j=1

Dj+ 1
2
|∆+un

j |

+3
J

∑
j=1

∣∣∣
J

∑
i=1

(αi−αi−1)Cj+i+ 1
2
∆+un

j+i

∣∣∣+3
J

∑
j=1

∣∣∣
J

∑
i=1

(αi+1−αi)Dj+i+ 1
2
∆+un

j+i

∣∣∣

6

J

∑
j=1

|∆+un
j |+3

J

∑
j=1

J

∑
i=1

(
|αi−αi−1|Cj+i+ 1

2
+|αi+1−αi|Dj+i+ 1

2

)
|∆+un

j+i|

6

J

∑
j=1

|∆+un
j |+

3

2

J

∑
j=1

J

∑
i=1

h2(L1+L2)|∆+un
j+i|

=
J

∑
j=1

|∆+un
j |+

3

2
(L1+L2)

J

∑
j=1

h2 J|∆+un
j |

6

J

∑
j=1

|∆+un
j |+C∆t

J

∑
j=1

|∆+un
j |.
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If we denote the ”total variation in the means” semi-norm, or TVM as

TVM(uh)=
J

∑
j=1

|∆+uj|,

which for the piecewise constant case under study is just the standard bounded variation
semi-norm, then we have

TVM(un+1
h )6 (1+C∆t)TVM(un

h)6 (1+C∆t)n+1TVM(u0)6exp(CT)TVM(u0).

Now we have the following proposition.

Proposition 2.4. For the periodic boundary conditions, the solutions of the Schemes (I)
and (II) for the P0 case with Euler forward time discretization is total variation bounded,
that is

TVM(un
h)6exp(CT)TVM(u0).

Remark 2.3. Even though Proposition 2.4 is proved only for the first order Euler forward
time discretization, the special total variation diminishing (TVD) Runge-Kutta time dis-
cretization [32] allows us to obtain the same result for the high order in time fully dis-
cretized scheme. However, this is not necessary if the spatial accuracy is only first order.

2.7 Comparison of the two schemes

In this section, we give some comments on the comparison of the two proposed LDG
schemes.

• The Scheme (I) is based on the dispersive form Eqs. (2.15a)-(2.15b) and the Scheme
(II) is based on the hyperbolic-elliptic form Eq. (2.30a).

• The L2 stability for the general case of both schemes can be proved.

• TVB property for the P0 case of both schemes can be proved.

• For the computational cost, the Scheme (II) is more efficient than the Scheme (I)
because the Scheme (I) has one more Eq. (2.20b) to compute. But the difference of the real
computational time is small.

• The computational performance of the two schemes is almost the same. The results
are shown in Section 3.

3 Numerical results

In this section we provide numerical examples to illustrate the accuracy and capability
of the proposed methods. Time discretization is by the third order explicit TVD Runge-
Kutta method in [32]. The time step for both schemes is ∆t = Ch, where the constant C
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depends on the cfl number and maxΩ |u|. This is not the most efficient method for the
time discretization to our LDG scheme. However, we will not address the issue of time
discretization efficiency in this paper. We have verified with the aid of successive mesh
refinements, that in all cases, the results shown are numerically convergent. We will give
the numerical test results for the DP equation

ut−utxx+4 f (u)x = f (u)xxx, (3.1)

with f (u) = u2/2 for different initial conditions. We choose the computational domain
large enough so that the solution is small enough at the boundary of the domain for the
periodic boundary condition to hold approximately at the level of truncation errors.

Example 3.1. Accuracy test

The peakon solutions of the DP equation (3.1) are well known. The peaked traveling
wave solution is

u(x,t)= ce−|x−ct|, (3.2)

where c is the wave speed. We give the accuracy test with c = 0.25. The accuracy is
measured in smooth parts of the solution, 1/10 of the computational domain away from
the peak. The L2 and L∞ errors and the numerical orders of accuracy for u at time t = 1
with uniform meshes in [−25,25] are contained in Table 1. We can see that the methods

Table 1: Accuracy test for the DP equation (3.1) with the exact solution (3.2). Periodic boundary condition.
c=0.25. Uniform meshes with N cells at time t=1.

Scheme (I) Scheme (II)
N L2 error order L∞ error order L2 error order L∞ error order
20 6.62E-03 – 6.84E-02 – 6.62E-03 – 6.84E-02 –

p0 40 1.98E-03 1.74 2.18E-02 1.65 1.98E-03 1.74 2.18E-02 1.65
80 8.56E-04 1.21 1.02E-02 1.09 8.56E-04 1.21 1.02E-02 1.09

160 4.76E-04 0.85 6.39E-03 0.68 4.76E-04 0.85 6.39E-03 0.68
20 2.31E-03 – 3.19E-02 – 2.31E-03 – 3.19E-02 –

p1 40 1.73E-04 3.74 2.42E-03 3.71 1.73E-04 3.74 2.43E-03 3.71
80 3.92E-05 2.14 5.31E-04 2.19 3.92E-05 2.14 5.31E-04 2.19

160 1.08E-05 1.86 1.88E-04 1.50 1.08E-05 1.86 1.88E-04 1.50
20 3.90E-04 – 6.61E-03 – 3.90E-04 – 6.61E-03 –

p2 40 3.35E-05 3.54 5.25E-04 3.93 3.35E-05 3.54 4.33E-04 3.93
80 4.07E-06 3.04 5.25E-05 3.04 4.07E-06 3.04 5.25E-05 3.04

160 5.77E-07 2.82 7.13E-06 2.88 5.77E-07 2.82 7.13E-06 2.88
10 1.49E-03 – 1.77E-02 – 1.49E-03 – 1.77E-02 –

p3 20 1.51E-04 3.30 2.69E-03 2.72 1.51E-04 3.30 2.69E-03 2.72
40 7.64E-06 4.30 1.32E-04 4.35 7.64E-06 4.31 1.32E-04 4.36
80 1.60E-07 5.58 2.13E-06 5.95 1.60E-07 5.58 2.13E-06 5.95
10 7.07E-03 – 7.09E-02 – 7.07E-03 – 7.09E-02 –

p4 20 1.72E-04 5.36 2.75E-03 4.69 1.72E-04 5.36 2.76E-03 4.68
40 4.68E-06 5.20 8.45E-05 5.02 4.68E-06 5.20 8.45E-05 5.03
80 8.30E-08 5.82 1.31E-06 6.01 8.30E-08 5.82 1.31E-06 6.01
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Figure 1: Error comparison of two schemes for the DP equation (3.1) with the exact solution (3.2). Periodic
boundary condition. c=0.25. Uniform meshes with N cells at time t=1.

with Pk elements generally gives optimal (k+1)-th order of accuracy for u in both norms.
In Fig. 1, We show the comparison of the accuracy order of both schemes. The errors are
drawn on a log-log scale so the slope of the error lines indicates the expected order of
convergence. The error results are almost the same for both of the schemes.

Example 3.2. Peakon solution

In this example, we present the wave propagation of the peakon solution (3.2) and
anti-peakon solution

u(x,t)=−ce−|x+ct|. (3.3)

We present the wave propagation for the DP equation with the parameter c=1. The com-
putational domain is [−40,40]. In Figs. 2 and 3, the peakon and anti-peakon profile at
t = 4, 8, 12 and 16 are shown. The lack of smoothness at the peak of peakon introduces
high-frequency dispersive errors into the calculation and may cause numerical oscilla-
tions near the peak when the solution is under-resolved. In our computation of the LDG
method, we use the P4 element with N =228 cells to resolve the peak. We can see clearly
that the moving peakon profile is resolved very well. There is no numerical oscillation
observed. The results for the both schemes match the exact solution very well.

Example 3.3. Two-peakon interaction

In this example we consider the two-peakon interaction [18, 24] of the DP equation
(3.1) with the initial condition

u0(x)=φ1(x)+φ2(x), (3.4)
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Figure 2: The peakon profile of the DP equation (3.1) with the exact solution (3.2). Periodic boundary condition

in [−40,40]. P4 elements and a uniform mesh with N =228 cells.

where

φi(x)= cie
−|x−xi|, i=1,2. (3.5)

We also consider the two-anti-peakon interaction of the DP equation with the initial con-
dition

u0(x)=ψ1(x)+ψ2(x), (3.6)

where

ψi(x)=−cie
−|x+xi|, i=1,2. (3.7)

The parameters are c1 = 2, c2 = 1, x1 = −13.792, x2 = −4. The computational domain
is [−40,40]. We use the P3 element with N = 512 cells in our computation of the LDG
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Figure 3: The anti-peakon profile of the DP equation (3.1) with the exact solution (3.3). Periodic boundary

condition in [−40,40]. P4 elements and a uniform mesh with N =228 cells.

method. In Figs. 4 and 5, the interaction at t =0, 4, 8, 10, 12 and 16 are shown. It is very
easy to occur numerical oscillation during the interaction of the two-peakon or two-anti-
peakon. We can see clearly that the moving peakon interaction by the both methods is
resolved very well.

Example 3.4. Shock peakon solution

In this example, we present the wave evolution of the shock peakon solution

u(x,t)=− 1

1+t
sign(x)e−|x|. (3.8)

The computational domain is [−30,30]. In Fig. 6, the shock peakon profile at t=0, 1, 2 and
6 are shown. The lack of smoothness of shock peakon introduces high-frequency errors
into the calculation and will cause the numerical oscillation near the shock peakon. To
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Figure 4: The two-peakon interaction of the DP equation (3.1) with the initial condition (3.4). Periodic

boundary condition in [−40,40]. P3 elements and a uniform mesh with N =512 cells.
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Figure 5: The two-anti-peakon interaction of the DP equation (3.1) with the initial condition (3.6). Periodic

boundary condition in [−40,40]. P3 elements and a uniform mesh with N =512 cells.
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Figure 6: Shock peakon solution of the DP equation (3.1) with the exact solution (3.3). Periodic boundary

condition in [−30,30]. P4 elements and a uniform mesh with N =228 cells.

control the oscillation of uh, we use the TVBM limiter in [4] to remove the oscillation near
the discontinuity of uh. In our computation of the LDG method, we use the P4 element
with N =228 cells to resolve the shock peakon. We can see clearly that the shock peakon
profile is resolved very well. The shock interface is very sharp and there is no numerical
oscillation observed for the both schemes.

Example 3.5. Shock formation

In this example we consider the shock formation [11,18] of the DP equation (3.1) with
the initial condition

u0(x)= e0.5x2
sin(πx). (3.9)

The computational domain is [−2,2]. We use the P3 element with N = 256 cells in our
computation of the LDG method. In Fig. 7, the shock peakon profile at t = 0, 0.12, 0.18,
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Figure 7: Shock formation of the DP equation (3.1) with the initial condition (3.9). Periodic boundary condition

in [−2,2]. P3 elements and a uniform mesh with N =100 cells.
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0.3, 0.5 and 1.1 are shown. To control the oscillation of uh, we use the TVBM limiter
in [4] to remove the oscillation near the discontinuity of uh when the shock is formed.
The shock interface is very sharp. There are only two transition points in the position of
shock and no numerical oscillation observed. The results agree with those in [11, 18].

Example 3.6. Peakon and anti-peakon interaction

In this example we consider the peakon and interaction [18, 24] of the DP equation
(3.1) with the initial condition

u0(x)= c1e−|x−x1|−c2e−|x−x2|. (3.10)

Firstly, we consider the symmetric case and choose the parameters c1 =1, c2 =1, x1 =−5,
x2 = 5. In Fig. 8, the interaction at t = 0, 2, 4, 5, 6 and 7 are shown. We can see that
a stationary shock peakon is formed at t ≈ 5 and evolution follows one shock peakon
solution.

Secondly, we consider the nonsymmetric case and choose the parameters c1=2, c2=1,
x1=−5, x2=5. In Fig. 9, the interaction at t=0, 2, 3, 3.3626, 4 and 6 are shown. We can see
that a stationary shock peakon is formed at t≈ 3.3626 and evolution follows one shock
peakon solution.

The computational domain is [−25,25]. We use the P3 element with N = 256 cells in
our computation of the LDG method. To control the oscillation of uh, we use the TVBM
limiter in [4] to remove the oscillation near the discontinuity of uh when the shock peakon
is formed. In both cases, we can see clearly from Fig. 10 that the interaction is resolved
very well. Both schemes can automatically capture the shock and shock interface is very
sharp. Only on or two transition points are observed and there is no numerical oscillation
during the peakon and anti-peakon interaction.

Example 3.7. Triple interaction

In this example we consider the peakon, shock peakon and anti-peakon interaction [11,
18] of the DP equation (3.1) with the initial condition

u0(x)= e−|x−5|+sign(x)e−|x|−e−|x−5|. (3.11)

The computational domain is [−25,25]. We use the P3 element with N =256 cells in our
computation of the LDG method. To control the oscillation of uh, we use the TVBM lim-
iter in [4] to remove the oscillation near the discontinuity of uh when the shock peakon is
formed. We can see clearly that the interaction is resolved very well. The shock interfaces
are very sharp. There is only one transition point observed in each shock.

4 Concluding remarks

We have developed two local discontinuous Galerkin methods to solve the DP equation.
L2 stability is proven for general solutions. TVB property of the DG scheme for the P0
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Figure 8: Symmetric peak and antipeak interaction of the DP equation (3.1). Periodic boundary condition in

[−25,25]. P3 elements and a uniform mesh with N =256 cells.
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Figure 9: Nonsymmetric peak and antipeak interaction of the DP equation (3.1). Periodic boundary condition

in [−25,25]. P3 elements and a uniform mesh with N =256 cells.
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Figure 10: Peakon, shock peakon and anti-peakon interaction of the DP equation (3.1) with the initial condition

(3.11). Periodic boundary condition in [−25,25]. P3 elements and a uniform mesh with N =256 cells.
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case is proved. Numerical examples are given to illustrate the accuracy and capability of
the methods.

An important issue not addressed in this paper is the a priori error estimates of so-
lutions. From the stability and approximation results, we can derive L2 a priori error
estimates of the high order LDG method for the Camassa-Holm equation [34]. However
the proof of the high order LDG method for the DP equation is not straightforward and
we could easily lose half an order or even one order in accuracy, because of a lack of
control for certain jump terms at cell boundaries. Such error estimates are left for future
work.
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Appendix: Proof of Lemma 2.2

We will give the proof of Lemma 2.2 in this appendix. First, we rewrite the matrix A into
the following form

A= aB, a=
1

h2
, (A.1)

where the matrix B is

B=




b −1 0 ··· 0 −1
−1 b −1 0 ··· 0
0 −1 b −1 0 0
...

...
. . .

. . .
. . .

...
0 ··· 0 −1 b −1
−1 0 ··· 0 −1 b




, b=
1+2a

a
=h2+2. (A.2)

Then the inverse of the matrix A becomes

A−1 =
1

a
B−1 =h2B−1. (A.3)

In the following we will only discuss the properties of the matrix B.
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Lemma A.1. (Explicit form of the matrix B−1) The inverse of the matrix B can be written as

B−1 =




β1 β2 ··· β J−1 β J

β J β1 β2 ··· β J−1
...

...
. . . ··· ...

β3 ··· β J β1 β2

β2 ··· β J−1 β J β1




. (A.4)

Proof. From the results in [15], we can get the explicit form the matrix B−1 as the follow-
ing

(B−1)i,j = θi,j =
1

γJ+1−γJ−1−2

(
γJ−j+1γi−γJ−jγi−1+γj−i

)
, (A.5)

where

γk =
µk

1−µk
2

µ1−µ2
, µ1 =

1

2
(b+

√
b2−4), µ2 =

1

2
(b−

√
b2−4). (A.6)

Here we notice that µ1µ2 = 1, µ1 > 1 and µ2 < 1. Using the definition of γk and some
algebra calculation, we can prove that

θi,j = θi+1,j+1. (A.7)

Due to the symmetry of the matrix B, we know that θi,j = θj,i. We denote

β j = θ1,j =
1

γJ+1−γJ−1−2

(
γJ−j+1+γj−1

)
, β j = β J−j+2. (A.8)

Now we can easily see that the matrix B−1 has the form (A.4).

Lemma A.2. {β j} in Lemma A.1 satisfy the following properties

|β j−β j+1|<
1

2
, j=1,··· , J−1, (A.9)

06β1−β J <
1

2
. (A.10)

Proof. From the definition of γk, we can have

γk+1−γk−1=
1

µ1−µ2
(µk+1

1 −µk+1
2 −µk

1+µk
2−µ1+µ2)

=
1

µ1−µ2

(
(µ1−1)(µk

1−1)−(µk
2−1)(µ2−1)

)
.
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Using the property of µ1µ2 =1, we can obtain

γk+1−γk−1=
µ1−1

µ1−µ2
(µk

1−1)(1−µk+1
2 ). (A.11)

Similarly, we can also get the following equality

γj−γj−1−1=
µ1−1

µ1−µ2
(µ

j−1
1 −1)(1−µ

j
2), (A.12)

γJ−j+1−γJ−j−1=
µ1−1

µ1−µ2
(µ

J−j
1 −1)(1−µ

J−j+1
2 ), (A.13)

γJ−γJ−1−1=
µ1−1

µ1−µ2
(µ

J−1
1 −1)(1−µ

J
2), (A.14)

γJ+1−γJ−1−2=
µ1−1

µ1−µ2
(µ

J
1−1)(1+µ2)(1−µ

J
2). (A.15)

Now we will estimate the difference of {β j}.

β j−β j+1 =
1

γJ+1−γJ−1−2
(γJ−j+1−γj−1−(γJ−j−γj))

=
1

γJ+1−γJ−1−2
(γJ−j+1−γJ−j−1−(γj−γj−1−1))

=
(µ

J−j
1 −1)(1−µ

J−j+1
2 )−(µ

j−1
1 −1)(1−µ

j
2)

(µ
J
1−1)(1+µ2)(1−µ

J
2)

.

Using the property of µ1µ2 =1 again and after some algebra calculation, we obtain

β j−β j+1 =
µ

J−j+1
1 −µ

j
1

(µ
J
1−1)(1+µ1)

. (A.16)

Due to µ1 >1, we can get

µ
J−j+1
1 −µ

j
1 6µ

J
1−1 =⇒β j−β j+1 6

1

1+µ1
<

1

2
,

µ
J−j+1
1 −µ

j
1 >1−µ

J
1 =⇒β j−β j+1 >− 1

1+µ1
>−1

2
.

Then we have proved (A.9). For (A.10), we have

β1−β J =
γJ−γJ−1−1

γJ+1−γJ−1−2
=

µ
J−1
1 −1

(µ
J
1−1)(1+µ2)

=
µ

J
1−µ1

µ
J+1
1 −1+µ

J
1−µ1

.

Due to µ1 >1, we know β1−β J >0. We also have

µ
J+1
1 −1>0, µ

J
1−µ1 >0, µ

J+1
1 −1−(µ

J
1−µ1)=(1+µJ)(µ1−1)>0,
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i.e.,

µ
J+1
1 −1>µ

J
1−µ1.

Then we have

β1−β J <
µ

J
1−µ1

2(µ
J
1−µ1)

=
1

2
.

The proof of the lemma is thus finished.

From the results of Lemmas A.1 and A.2, we can directly get the results in Lemma
2.2.
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