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Abstract. The additive Schwarz preconditioner with minimal overlap is extended to
triangular spectral elements (TSEM). The method is a generalization of the correspond-
ing method in tensorial quadrilateral spectral elements (QSEM). The proposed precon-
ditioners are based on partitioning the domain into overlapping subdomains, solving
local problems on these subdomains and solving an additional coarse problem asso-
ciated with the subdomain mesh. The results of numerical experiments show that the
proposed preconditioner are robust with respect to the number of elements and are
more efficient than the preconditioners with generous overlaps.
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1 Introduction

Spectral element method, which combines the flexibility of the low-order finite element
methods and the high accuracy of the spectral methods, are popular in computational
science and engineering. The efficiency of the spectral element method depends on the
solution method employed to solve the resultant linear system. Since direct methods
are infeasible when the number of elements get large, preconditioned iterative methods
are usually used. Preconditioners can be based on an overlapping or non-overlapping
domain decomposition [24,28]. The former include the multiplicative Schwarz [18], ad-
ditive Schwarz [9] and the restricted Schwarz preconditioners [6]. The multiplicative
Schwarz preconditioner generally has better convergence properties than the additive
counterpart, but there is no straightforward way to parallelize it. The non-overlapping
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preconditioners include Neumann-Neumann [10], Finite Element Tearing and Intercon-
nect (FETT) [13], Balancing Domain Decomposition methods [20], Dual-Primal Finite Ele-
ment Tearing and Interconnect (FETI-DP) [12], Balancing Domain Decomposition meth-
ods by Constraints (BDDC) [8] and optimized Schwarz [14, 22]. The preconditioned
system from the FETI-DP and BDDC preconditioners have essentially the same spec-
trum [5,17,21]. Though most of these preconditioners are originally proposed for quadri-
lateral elements (QSEM), they can also be applied to triangular elements (TSEM). One
exception is the additive Schwarz preconditioner with minimal overlap [7,19], as its con-
struction relies heavily on the tensor-product nature of the collocation points.

In this paper, we construct additive Schwarz preconditioners with minimal overlap
for TSEM. The construction is made possible by considering the Schur complement in-
stead of the full matrix. We also compare the performance of the different precondition-
ers, including the Schwarz preconditioners with generous and minimal overlaps and the
BDDC preconditioner. Four sets of collocation points are used in the numerical experi-
ments, including the uniformly-distributed points, the Fekete points [2,27], the Lobatto
points [1] and the Lebesgue points [25].

The rest of the paper is organized as follows. Section 2 gives a brief review of spectral
element method. Section 3 gives a brief review of the Schur complement and proves a
theorem related to it. Section 4 introduces the different preconditioners and compares
their computational complexities. Numerical experiments are presented in Section 5.
Finally, some concluding remarks are given in Section 6.

2 Spectral element method
Consider the screened Poisson equation
zxu—Vzu:f (2.1)

in QO C R? with boundary conditions

9
u=0 on Tp, %: gn on Iy, 2.2)

where & is a non-negative constant and I'pUI'y =0Q). Let 7 ={T;:i=1,---,N} be a
triangulation of the domain (), such that

N
Uf:ﬁ, T;NTj=®, for i#j.
i=1

Then the spectral element space for the solution is

W, (T):=P,(T)NW, 2.3)
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where
Pp(T):={ueC’(Q):ulr,e Py(T;), Vi€ T}
is the space of continuous functions whose restriction in each element T; is a polynomial

of degree at most p and
W={ucH'(Q):u=00nTp}

is the solution space to (2.1)-(2.2). The spectral element approximation to (2.1)-(2.2) is:
Find u € W, (T') such that

/(zxuv—i—Vrov)dx:/fvdx—i—/ gNvds (2.4)
Q Q I'n

for all v € W, (T'), where the integrals on the right-hand side are approximated by replac-
ing the functions f and gn with interpolants. Once basis functions are chosen, (2.4) can
be written as a linear system:

Au=f. (2.5)

In practice, the integrals can be evaluated by expressing the basis functions as linear
combinations of Dubiner polynomials [11]. More details on this can be found in [15].

Throughout this paper, Lagrange polynomials based on the collocation points are
used as the basis functions.

3 Schur complement

Dividing the unknowns into those in the interior of elements (u;) and on the interface

(ur), (2.5) can be written as:
i Ll = e
= . 3.1
[AFI Arr| (ur fr 3-1)

Using block Cholesky factorization, we have:

o =L S5 5]l )

Arr Arr| |AmA; IJL 0 Spfl0 I

where Sr = Arr— Ar IAl_IlA{ ; is the Schur complement. Note that the Schur complement
can be assembled from the element Schur complements:

Sr=Y (RTsURY, s =al)—af)a)1ad)7T, (32)
i=1

where Rp is the restriction operator to I';. Inverting the three factors, we have:

An AR —AG ALY AR 0 I 0
Ar; Arr 0 I 0 St |-ArmAL I
=RTA;'Ri+®rS; 1], (3.3)
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where
o =RI—RT Ay AT,
and Rj, Rr are restriction operators to the interior and interface, respectively. Since A=
diag(A%),---,Ag?])) is block diagonal, it is cheap to apply A;;! on a vector. Eq. (3.1) is
then reduced to:
Srur =gr, (3.4)

where gr =fr — AUAl_IluI.

There are two advantages in using the Schur complement. Firstly, the condition num-
ber of the Schur complement is likely to be much smaller than that of the full matrix [4].
Secondly, applying the Schur complement to a vector only requires O(Np?) operations,
while applying the full matrix to a vector requires O(Np*) operations. As we shall see
later, it is possible to construct the Schur complement in O(Np*) operations. Hence when
applying an iterative solution method, using the Schur complement is likely to be more
efficient. Another interesting property is that when Lagrange polynomials based on col-
location points are used as basis functions, the Schur complement is independent of the
location of points in the interior of elements. This property is the direct consequence of
the following more general theorem:

Theorem 3.1. Let
Wy o(T) = {uEWp(T) u=0 on |J BT}

TeT

be the set of functions in W, (T) that vanish on element boundaries. Let {¢;}U{p;} and {$;}U
{:} be two bases of W,,(T). If {¢;} and {¢p;} are bases of W, o(T ) and

Yi— i € Wyo(T)
for all i, then the corresponding Schur complements are the same.

Proof. The full matrix and Schur complement correspond to the first basis are:

A BT

M:[B C

}, S=C—-BA'BT,

where the entries of the matrices A, B and C are:

a;=L(¢j,¢i),  bij=L(j i),  cij=L(P; i),

with £ the bilinear form in the variational formulation. The full matrix M and the Schur
complement S correspond to the second basis are defined similarly. Since {¢;} is a basis
of W,0(7T), we may write:

Pi= ;PikCPk/ hi= ¢i+2k:¢7ik¢k~



Y.-Y. Kwan / Commun. Comput. Phys., 13 (2013), pp. 411-427 415

Then the entries of M are:
aij=L(j,$i) =Y _pixpicare = (PAPT)j,
k¢
bij=L($j, i) = ZijbiH-ZZ:ijqieﬂu =(BPT+QAPT);;,
k k,

Gij=L(P;,Pi) =cij+ Y_aibic+Y_qiebje+Y_qiqieare = (C+BQ"+QB"+QAQ");;,
K 7 Kt

and the Schur complement S is:
§=C—-BA'B"
=C+BQT+QBT+QAQ" — (BPT+QAPT)(PAPT) 1 (BPT+QAPT)T
=C+BQT+QBT+QAQ"— (B+QA)A~ (B4+QA)T
=C-BA BT

Hence the Schur complements are the same. O

Another consequence of the above theorem is that when computing the Schur com-
plement, one can use any basis for W, o(7). For example, by choosing a basis such that
Ajpin Eq. (3.1) is sparse, one can compute the Schur complement in O(N p4) operations
instead of O(Np°).

4 Preconditioners

In this section, we describe the additive Schwarz preconditions with generous and min-
imal overlaps, as well as the BDDC preconditioner that will be used in the numerical
experiments. We also compare the computational complexities of these preconditioners.

4.1 Additive Schwarz preconditioner

Let ()y,---,Qk be overlapping subdomains of () such that U,K:lﬁi = (). The additive
Schwarz preconditioner is:

My =RE(RoAR]) 'Ro+Y_(RY)T(RDA(RD)T)IRY), (4.1)
=1

1

where Rl is the interpolation operator from the coarse grid to the fine grid with Ry its
transpose, R(?) is the restriction operator to the interior of Q); and Rg) is either the same
as R() or a scaled version of it.

The overlapping subdomains can be based on a partitioning of vertices or elements.

If the vertices are partitioned into sets Vy,---,Vk, then the overlapping subdomains can
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Figure 1: Distance function of a node from a vertex (left) and from an element (right) in the case p=4. The
distance is infinity for nodes without a number.

be constructed such that V; is in the interior of subdomain €);. With generous overlap, ();
is the union of elements with at least one vertex in V; [26]:

Q= {TeT:V(T)nV;#2}, (4.2)

where V(T) is the set of vertices in element T. To construct subdomains with minimal
overlap, we need to define the distance from a node to a vertex. The definition of the
distance function is not clear for non-tensorial mesh. However, if preconditioner is ap-
plied to the Schur complement instead of the full matrix, then we only need to define the
distance for nodes on the element interfaces, as shown in Fig. 1(left). With the distance
function defined, with minimal overlap, (); contains the nodes that are at most a little
more than “half” an element away from V;:

= {xk:mindist(xk,V) < gJ +2}. (4.3)

Vey;

If the elements are partitioned into sets 71,---, 7k, then the overlapping subdomains
can be constructed such that 7; is in the interior of subdomain ;. With generous overlap,
(); is just the union of the elements in 7;:

Q= {TeT}. (4.4)

With minimal overlap, (); contains the nodes that are at most two nodes away from 7;:

= {xk :mindist(x;, T) < 2}, (4.5)

1

where the distance function from a node to an element is shown in Fig. 1(right).
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4.2 BDDC preconditioner

In the BDDC preconditioner, the subdomain unknowns are divided into two types: the
primal variables uﬁ), which are continuous across interface and the dual variables u(Ai),
which are discontinuous across interface. Several restriction operators need to be de-
fined. Rﬁ) and R(Ai) are restriction operators to the subdomain primal and dual variables,
respectively. Ry is the direct sum of the Rg)’s and R, is the direct sum of the R(Ai)’s. Rpn
and Rp A are scaled versions of Ry and R, defined as:

Rpi=RnC7, Rpa=RpAC7}; C=RLRi1+RIR,.

Rg)ﬂ and Rg? » are the restrictions of Rp 11 and Rp 4 to subdomain i, respectively. Rp is
the direct sum of Ryj and Rp a.
The action of the preconditioner on a vector, MgéDCf =u, is computed as follows.
First form the subdomain linear systems:
(1) ()
() @\’
uy] Ly

where f(Ai) = Rg? Af and f%—? = Rg?nf. Assembling only the primal variables results in the
linear system:

s )= 18]

AHA AHH urg fH ’

N . . . N , ,
A=Y (RTAD RO gy =Y (RUV)TED — Ryt
=1 i=1

Ay (AT
Afly At

where

The above system can be inverted as in Section 3 to give:

[AAA Afi

-1
_pT -1 15T
s Ann] — RIALLIRA+PrS @,

where

N . . . .
®r=RE—RE(Aan) AL, =RE-RIY_(RD)T(AN) 1 (AU)TRY,
i=1

and Syy can be assembled from the subdomain matrices similar to in (3.2). Finally, u is
computed as Rfjurr+ R, yus. In summary, the BDDC preconditioner can be written as:

Mgppe = Rb (RAAZARA+PriS ' @f1) Rp. (4.6)
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4.3 Complexity estimates

We examine here the computational costs of solving the Schur system (3.4) using dif-
ferent preconditioners. Table 1 summarizes the different preconditioners. For simplic-
ity, we only consider the case with maximum number of subdomains. In other words,
the number of subdomains of the Schwarz(E1), Schwarz(E2) and BDDC preconditioners
equals the number of elements N and the number of subdomains of the Schwarz(V1) and
Schwarz(V2) preconditioners equals the number of vertices |V|.

Table 1: Summary of preconditioners.

Name Preconditioner
Schwarz(V1) | Additive Schwarz based on vertices (generous overlap)
Schwarz(V2) | Additive Schwarz based on vertices (minimal overlap)
Schwarz(E1) | Additive Schwarz based on elements (generous overlap)
Schwarz(E2) | Additive Schwarz based on elements (minimal overlap)
BDDC BDDC preconditioner

In each iteration, there are a coarse solver, some matrix-vector products and the lo-
cal solvers. In the additive Schwarz preconditioners, the coarse solvers corresponds to
the operator (ROARg )_1 in (3.2), while in the BDDC preconditioner, the coarse solver
corresponds to the operator Agi in (4.6). There are several ways to solve the coarse
problem, including banded Cholesky factorization, multigrid iteration and approximate
solver [29], to name a few. Finding the best estimate of the cost of the coarse solver is thus
very complicated and beyond the scope of the paper. Next, as mentioned in Section 3, the
cost of applying the Schur complement to a vector is O(Np?). Finally, we assume that
the local matrices have been factored before starting the iterations, so that the cost of the
local solvers is O(YX d?), where K is the number of subdomains and d; is the number of
unknowns in subdomain i. In all preconditioners considered, the number of subdomains
is O(N) and the number of unknowns per subdomain is O(p). Hence the total cost per
iteration is O(Np?) plus the cost of the coarse solver.

It may seem that the preconditioners have the same cost per iteration. Note, however,
that the actual number of subdomains and number of unknowns per subdomain are
different among the preconditioners. The number of subdomains of the Schwarz(V1)
and Schwarz(V2) preconditioners equals the number of vertices |V|, which is related to
N as follows. The sum of the interior angles of the elements is N7t. The sum of the angles
in the interior of the domain is 2|V; |7, where V) is the set of vertices in the interior of the
domain. So we have the relation:

2|V |r <N <2|V|m.

In most cases the number of interior vertices is close to the total number of vertices, i.e.,
V1| = |V|. Combining this with the above relation gives |V|~0.5N. Next, the number
of unknowns per subdomain d; is estimated as follows. In average each interior vertex
has six edges linking to it, each with p—1 unknowns. Hence we have d; ~ 6p for the
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Table 2: Rough estimates of the cost of local solvers.

Method No. of subdomains (K) | Unknowns per subdomain (d;) Kdlz
Schwarz(V1) 0.5N 6p 18Np?
Schwarz(V2) 0.5N 3p 45Np?
Schwarz(E1) N 15p 225N p?
Schwarz(E2) N 3p INp?

BDDC N 3p INp?

Schwarz(V1) preconditioner. For the Schwarz(V2) preconditioner, each edge only has
around p/2 unknowns belonging to the subdomain. Hence we have d; ~3p. For the
Schwarz(E1) preconditioner, the number of interior edges per subdomain can be counted
as follows. Each subdomain has three vertices, each of which has in average six edges
linking to it. This way the edges of the center element are each counted twice. Hence
the number of interior edges per subdomain is approximately 6(3) —3 =15. Thus we
have d; = 15p. Finally, for the Schwarz(E2) preconditioner, except for the edges of the
center elements, the other interior edges each only has one unknown belonging to the
subdomain. Hence we have d; ~3p. Table 2 summarizes the estimates of the cost of the
local solvers in the different preconditioners.

When using preconditioned conjugate gradient (PCG), the number of iterations is
proportion to the square root of the condition number. Hence to estimate the total cost of
solving the linear system, we also need to estimate the condition number of the precon-
ditioned system. Unfortunately, the existing theory is very limited. In the case of QSEM,
we have the following results [16,23]:

Schwarz(E1): (M TA)<C,
Schwarz(E2): k(M TA)<C(1+p?),
BDDC: ko (M~1A) <C(1+logp)?,

with C >0 independent of the polynomial degree p and the number of elements N. In the
case of TSEM, the only known result is the following [26]:

Schwarz(V1): KM tA)<C.

Note that in the above, the results concerning overlapping Schwarz preconditioners are
for the full matrix. To the author’s best knowledge, there is no related theoretical work
when the Schur complement is used.

5 Numerical results

Throughout the section, Eq. (2.1) in Q= (—1,1)? is solved with exact solution

u(x,y) =sin(mx)sin(mry).
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Figure 2: Structured (left) and unstructured (right) triangulations of the computational domain.

Unless otherwise mentioned, « =0 and Dirichlet boundary conditions are used. The
domain is divided into 32 structured triangles, as shown in Fig. 2 and refinements are
constructed by dividing each triangle into four smaller ones. Also shown in the figure is
an unstructured triangulation that is used in some comparisons.

5.1 Collocation points

The collocation points used in the numerical experiments include the uniform points, the
Fekete points [2,27], the Lobatto points [1] and the Lebesgue points [25]. The uniform
points are constructed by placing the points uniformly in the reference triangle T:

ij . . .
—=, i=0,---,p; j=0,---,p—i. (5.1)
(P P) pr ] p
The Fekete points are constructed by maximizing the determinant of the Vander-
monde matrix:
bi(xi,y1) 0 bi(xmYm)
V = . ‘. . : P

b (xl/yl) e bm(xmzym)

where m=(p+1)(p+2)/2 is the number of collocation points, {b;} is a basis of P,(T) and
the (x;,y;)’s are the collocation points. Fekete points on an interval and on the square are
just Gauss-Lobatto points [3]. Moreover, in all known cases (polynomial degree up to 18)
the Fekete points lying on the edges of an triangle are one-dimensional Gauss-Lobatto
points.

The Lobatto points are constructed from one-dimensional Gauss-Lobatto points. If
{¢} is the set of uniform points on [0,1], then the uniform points in (5.1) are actually the
intersections of the lines x =¢;, y=¢; and x+y={;;;. If {{;} is the set of Gauss-Lobatto
points, then the three lines do not intersect and thus form a triangle. The Lobatto points
are the centroids of the triangles formed this way. They are given by the formula:

(2€+€i+]‘—€j 26j+€i+j—€i)
3 ! 3 !

i=0,---,p; j=0,---,p—i. 5.2)
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The Lebesgue points are obtained by minimizing the Lebesgue constant:

A= max ) _|6i(xy)],
(x,y)GTl'Zl

where the /;’s are the Lagrange polynomials based on the collocation points.
The different sets of collocation points in the case p=6 are shown in Fig. 3.

X
0
. Q
X
0 o
X X @ Q
® o o
O 4O ® O o) ® o
X
o) o o o o
X X X x o & 0 0

Figure 3: Different collocation points for p=6. Left: Uniform (o) and Fekete (x) points. Right: Lobatto (o)
and Lebesgue (X) points.

Table 3 shows the condition numbers of the full matrix and the Schur complement
in the case N =32. Lagrange polynomials based on the collocation points are used as
the basis functions. Note that the condition number for the full matrix is much larger
than that of the Schur complement. This suggests that a solution method, direct or iter-
ative, should be applied to the Schur complement instead of the full matrix, because of
the reduced problem size and condition number. Note also that the Fekete and Lobatto
points, which coincide on the interface, give the same condition numbers for the Schur
complement. This is because, as shown in Section 3, the condition number of the Schur
complement depends only on the collocation points on the interface.

Table 3: Condition number estimates for the full matrix and the Schur complement.

Full Schur
p=4 p=6 p=8 p=10 p=12| p=4 p=6 p=8 p=10 p=12
Uniform | 3.2E2 2.7E3 26E4 3.1E5 4.0E6 | 1.6E2 83E2 54E3 4.5E4 4.5E5
Fekete | 2.3E2 88E2 3.0E3 55E3 1.1E4 | 82E1 14E2 20E2 26E2 3.2E2
Lobatto | 2.3E2 9.8E2 3.8E3 1.6E4 8.0E4 | 82E1 1.4E2 2.0E2 26E2 3.2E2
Lebesgue | 25E2 9.8E2 35E3 55E3 1.1E4 | 82E1 14E2 19E2 26E2 3.2E2

Points
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5.2 Comparison of preconditioners

Next we compare the performance of the different preconditioners for the Schur comple-
ment. For the Schwarz(V1) and Schwarz(V2) preconditioners we take Rg) =R in (4.1),
while for the Schwarz(E1) and Schwarz(E2) preconditioners it is found that better results

are obtained by taking the scaled version suggested in [19]:
(i) _ gl -1 " (ROYTR
RY=ROC™2, Cc=Y (RV)TRO),
i=1

Two BDDC preconditioners are considered. The first one, BDDC(V), has only the vertex
variables as primal variables. The second one, BDDC(VE), has both the vertex variables
and edge averages as primal variables [17]. Preconditioners with coarse problem of the
same size are compared with each other. The level-1 conditioners are those with a smaller
coarse problem, which includes the Schwarz preconditioners with coarse problem p=1
and the BDDC(V) preconditioner. On the other hand, the level-2 preconditioners includes
Schwarz preconditioners with coarse problem p=2 and the BDDC(VE) preconditioner.

Eq. (2.1) with & =0 is solved with Dirichlet boundary conditions and a structured
triangulation. The Schur system (3.4) is solved by the PCG method with zero initial guess.
Tables 4 and 5 show the iteration counts to reduce the relative residual to 107 for fixed
polynomial degree p =12. The iteration counts for the Lobatto and Lebesgue points
are not shown as they are very similar to those for the Fekete points. The following
observations are made from the two tables: (1) The iteration count is independent of the
number of triangles except for the BDDC(V) preconditioner; (2) Uniform points take more
iterations than the other sets of points, especially for the Schwarz(E2) preconditioner; (3)
All level-2 preconditioners take similar number of iterations when the uniform points are
not used.

Tables 6 and 7 show the iteration counts for fixed number of triangles N =2048. From
the tables, the Schwarz(V1) and Schwarz(E1) preconditioners are robust with respect to

Table 4: Iteration counts for different number of triangles N and fixed polynomial degree p =12: level-1
preconditioners.

Method Points | N=32 N=128 N=512 N=2048

Schwarz(V1) | Uniform 16 18 18 17
Fekete 14 15 15 15

Schwarz(V2) | Uniform 20 21 20 20
Fekete 15 17 16 16

Schwarz(E1) | Uniform 14 15 15 15
Fekete 13 14 14 14

Schwarz(E2) | Uniform 26 28 27 26
Fekete 16 16 16 15

BDDC(V) Uniform 22 32 34 35
Fekete 18 28 30 31
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Table 5: Iteration counts for different number of triangles N and fixed polynomial degree p=12: level 2 coarse

problem.

Method Points | N=32 N=128 N=512 N=2048

Schwarz(V1) | Uniform 16 16 16 15
Fekete 14 14 13 13

Schwarz(V2) | Uniform 17 17 15 15
Fekete 13 13 13 12

Schwarz(E1) | Uniform 14 14 14 13
Fekete 12 13 12 12

Schwarz(E2) | Uniform 25 25 23 23
Fekete 13 13 12 12

BDDC(VE) | Uniform 14 16 16 16
Fekete 13 14 14 14

Table 6: Iteration counts for different polynomial

preconditioners.

Table 7: Iteration counts for different polynomial

preconditioners.

Method Points | p=4 p=6 p=8 p=10 p=12

Schwarz(V1) | Uniform | 15 15 16 16 17
Fekete 15 15 15 15 15

Schwarz(V2) | Uniform | 15 16 18 19 20
Fekete 15 15 15 16 16

Schwarz(E1) | Uniform | 13 13 13 14 15
Fekete 12 13 13 14 14

Schwarz(E2) | Uniform 15 17 19 23 26
Fekete 13 14 14 14 15

BDDC(V) Uniform | 20 24 28 32 35
Fekete 20 23 26 29 31

Method Points | p=4 p=6 p=8 p=10 p=12

Schwarz(V1) | Uniform | 12 13 14 15 15
Fekete 12 13 13 12 13

Schwarz(V2) | Uniform | 12 12 14 15 15
Fekete 12 13 13 13 12

Schwarz(E1) | Uniform 10 11 12 13 13
Fekete 10 11 11 12 12

Schwarz(E2) | Uniform | 12 14 16 20 23
Fekete 9 11 12 12 12

BDDC(VE) | Uniform 8 11 13 15 16
Fekete 8 10 12 13 14

degrees p and fixed number of triangles N =2048: level-1

degrees p and fixed number of triangles N =2048: level-2
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Table 8: Iteration counts under different conditions with fixed polynomial degree p=12 and number of triangles
N =2048: level-1 preconditioners.

. Condition
Method Points Original a=1 Neumann Random Unstructured

Schwarz(V1) | Uniform 17 17 19 18 18
Fekete 15 15 18 16 15

Schwarz(V2) | Uniform 20 20 22 22 22
Fekete 16 16 19 17 17

Schwarz(E1) | Uniform 15 15 18 16 16
Fekete 14 14 19 14 14

Schwarz(E2) | Uniform 26 26 27 28 29
Fekete 15 15 19 17 16

BDDC(V) | Uniform 35 35 34 37 40
Fekete 31 30 32 32 34

Table 9: Iteration counts under different conditions with fixed polynomial degree p=12 and number of triangles
N =2048: level-2 preconditioners.

. Condition
Method Points Original a=1 Neumann Random Unstructured
Schwarz(V1) | Uniform 15 15 19 18 18
Fekete 13 13 18 15 15
Schwarz(V2) | Uniform 15 15 17 17 17
Fekete 12 12 16 14 14
Schwarz(E1) | Uniform 13 13 17 15 15
Fekete 12 12 16 13 13
Schwarz(E2) | Uniform 23 23 24 25 25
Fekete 12 12 16 13 14
BDDC(VE) | Uniform 16 16 15 17 19
Fekete 14 14 14 14 16

number of triangles and polynomial degree. The Schwarz(V2) preconditioner is robust
when the uniform points are not used, but the iteration number depends weakly on the
polynomial degree when the uniform points are used. The Schwarz(E2) preconditioner
behaves similarly, except that the iteration number grows faster when uniform points are
used. For the BDDC(V) and BDDC(VE) preconditioners, the iteration number increases
no matter which set of points are used.

Tables 8 and 9 show the iteration counts under different conditions, including: (a)
original setting as in the previous comparisons, (b) with « =1 in (2.1), (c) using Neumann
boundary conditions instead of Dirichlet ones, (d) solving with a random right-hand side
and (e) using the unstructured triangulation. Only the results with number of triangles
N=2048 and polynomial degree p=12 are shown. From the tables, all methods are robust
to the conditions considered.
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6 Conclusions

We have extended the additive Schwarz preconditioner with minimal overlap to TSEM.
The proposed preconditioners are applied to the Schur complement instead of the full
matrix, because the former has a smaller size and smaller condition number (Table 3). It
is proved that under certain conditions different bases would lead to the same Schur com-
plement (Theorem 3.1). In particular, when Lagrange polynomials based on collocation
points are used as basis function, the Schur complement is independent of the location of
points in the interior of elements.

Different preconditioners for the Schur complement are compared. Collocation points
used include uniform points, Fekete points, Lobatto points and Lebesgue points. The
uniform points are inferior to the other sets of points for two reasons. Firstly, the con-
dition number of the resultant linear system grows much faster (Table 3). Secondly, for
most of the preconditioners considered, more iterations are needed when the uniform
points are used (Tables 4-7). The Schwarz(V1) and Schwarz(E1) preconditioners are ro-
bust with respect to number of triangles and polynomial degree. It is not surprising
that the Schwarz(E1) preconditioner gives fewer iteration counts than the Schwarz(V1)
preconditioner, as in the Schwarz(E1) preconditioner adjacent subdomains have a bigger
overlap than in the Schwarz(V1) preconditioner. The Schwarz(V2) and Schwarz(E2) pre-
conditioners are robust when the uniform points are not used, but the iteration count in-
creases with the polynomial degree when the uniform points are used. For the BDDC(V)
and BDDC(VE) preconditioners, the iteration count increases with the polynomial de-
gree, no matter which set of points are used. The BDDC(V) preconditioner is the only
one that the iteration count increases with number of triangles.

The Schwarz preconditioners with minimal overlap are promising in solving large
linear systems resulting from TSEM. They require less work per iteration than the corre-
sponding preconditioners with generous overlap, yet the iteration count is similar when
the uniform points are not used. Unfortunately, it may not be easy to prove analytically
the growth of the condition number for these preconditioners, as the growth seems to
depend on the collocation points used.
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