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Abstract. In this paper, we develop and study numerical methods for the two-mode
shallow water equations recently proposed in [S. STECHMANN, A. MAJDA, and
B. KHOUIDER, Theor. Comput. Fluid Dynamics, 22 (2008), pp. 407–432]. Designing
a reliable numerical method for this system is a challenging task due to its conditional
hyperbolicity and the presence of nonconservative terms. We present several numer-
ical approaches—two operator splitting methods (based on either Roe-type upwind
or central-upwind scheme), a central-upwind scheme and a path-conservative central-
upwind scheme—and test their performance in a number of numerical experiments.
The obtained results demonstrate that a careful numerical treatment of nonconserva-
tive terms is crucial for designing a robust and highly accurate numerical method.
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1 Introduction

The goal of this paper is to develop an accurate, efficient and robust numerical method
for the two-mode shallow water equations (2MSWE):

∗Corresponding author. Email addresses: castro@anamat.cie.uma.es (M. J. Castro Dı́az),
ycheng5@tulane.edu (Y. Cheng), chertock@math.ncsu.edu (A. Chertock), kurganov@math.tulane.edu

(A. Kurganov)

http://www.global-sci.com/ 1323 c©2014 Global-Science Press



1324 M. J. Castro Dı́az et al. / Commun. Comput. Phys., 16 (2014), pp. 1323-1354
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(I)

which can also be written in the following vector form:

Ut+FI(U)x=BI(U)Ux, (1.1)

where
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.

Here, u1(x,t),u2(x,t) and θ1(x,t),θ2(x,t) are the first two baroclinic modes of the vertical
expansions of the velocity and potential temperature, respectively.

The system (1.1) has been derived in [36] as a simplified model that describes nonlin-
ear dynamics of waves with different vertical profiles. Compared to the two-layer shal-
low water equations studied, for example, in [1,4–6,9,23,26,39], the 2MSWE have several
important differences and similarities, both physical and mathematical. The two-layer
shallow water equations describe flows with two layers of different densities that have
no horizontal variations within each layer, and thus no thermodynamic processes are in-
cluded in this model. In contrast, the 2MSWE include thermodynamic effects through the
potential temperatures θ1 and θ2. In addition, while the two-layer shallow water equa-
tions assume a free upper surface, the 2MSWE are based on a rigid upper lid approxi-
mation. Also, the vertical structure of the flow in the two-layer shallow water equations
consists of the barotropic and first baroclinic modes, while in the 2MSWE both the first
and second baroclinic modes are taken into account. From the mathematical point of
view, the two-layer shallow water equations and 2MSWE have a lot in common: Both are
systems of nonconservative PDEs, both conserve energy, both are conditionally hyper-
bolic only, and both have eigenstructures that are analytically intractable.

The presence of nonconservative terms BI(U)Ux in (1.1) makes both the theoretical
analysis and development of numerical methods for the system (I) a very difficult task.
In fact, when the solutions are discontinuous, which is a common feature of nonlinear hy-
perbolic systems, these nonconservative terms are not well defined in the distributional
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framework and the usual concept of weak solution cannot be used. Instead they should
be understood as the Borel measures as it was done in [13].

A first numerical method for the nonconservative 2MSWE was developed in [36]. The
main idea of the approach proposed in [36] was to split the equations into conservative
and nonconservative parts and to solve each part with an appropriate method. Namely,
in [36], the system (I) was rewritten as



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(II)

or in a vector form similar to (1.1):

Ut+FII(U)x =BII(U)Ux, (1.2)

with

FII(U)=
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.

Then, using the Strang operator splitting [37], the hyperbolic system of conservation
laws,

Ut+FII(U)x =0, (1.3)

was solved using the Nessyahu-Tadmor scheme [30], while the nonconservative system,

Ut=BII(U)Ux, (1.4)

was integrated using a straightforward semi-discrete approach. The method produced
good results for problems presented in [36]. It is well known, however, that a special
treatment of nonconservative terms is required since the computed solution heavily de-
pends on the way the nonconservative terms are discretized [2, 7, 8, 10, 28, 29, 31, 33].

In the past few years, many numerical methods for systems with nonconservative
forms have been proposed, see, e.g., [1, 4–10, 12, 26, 28, 31, 32]. One of the ways to over-
come the difficulty related to the presence of such terms in the two-layer shallow water
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model is to use the splitting between the upper and lower layers as it was done in [4, 5].
According to [4], the equations for each layer are solved separately, which simplifies the
eigenstructure of the problem and allows one to easily apply upwinding. However, the
method proposed in [4] suffers from the lack of total momentum conservation, which
may lead to the convergence of the computed solution towards unphysical states. A
more systematic approach was advocated in [7, 8, 10, 12, 28, 29, 29, 31–33], where path-
conservative numerical schemes have been developed. These schemes rely on the rigor-
ous definition of the weak solution, which depends on the choice of a family of paths in
the phase space.

A simpler approach was introduced in [23] where the two-layer system was rewritten
in such a way that the magnitude of nonconservative terms became small in all practical
situations (when the magnitude of surface waves is much smaller than the magnitude
of internal waves). The resulting system was then solved using a second-order central-
upwind scheme [19–21, 24]. The approach proposed in [23] clearly reduces the depen-
dence of numerical methods from the discretization of the nonconservative terms, but
still may fail in examples in which the surface waves are not small.

Central-upwind schemes are Riemann-problem-solver-free Godunov-type methods
that were originally introduced for general hyperbolic systems of conservation laws in
[19, 20, 24] and extended to a variety of shallow water models [18, 21, 22]. They admit
a simple semi-discrete form (see Section 2) and can be also applied quite easily to both
the systems (I) and (II), in which case there is no need to split between the conservative
and nonconservative parts of the system, so splitting errors can be avoided. However,
as it was mentioned above, if the nonconservative terms in the systems (I) and (II) are
not small, one may expect the central-upwind scheme to fail in certain examples. Indeed,
our numerical experiments reported in Section 5 clearly demonstrate that the solutions
obtained by a straightforward application of the central-upwind schemes heavily depend
on the way the nonconservative 2MSWE are written, which makes the schemes non-
robust, in the sense that it may fail to capture a physically relevant solution.

In this paper, we mainly study two numerical methods for solving the nonconser-
vative 2MSWE. We first consider a different way of operator splitting. To this end, we
rewrite the system (I) as
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(III)
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The system (III) can be written in the following vector form:

{
(U1)t+F1(U)x=B1(U1)(U2)x,

(U2)t+F2(U2)x =B2(U1)(U1)x,
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(1.5b)

where
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This way one can split between the first and second modes and solve the systems (1.5a)
and (1.5b) separately as we demonstrate in Section 3. Such a splitting approach is ad-
vantageous since the right-hand side (RHS) of (1.5a) contains only (U2)x, while the RHS
of (1.5b) contains only (U1)x, which are considered to be given functions at the corre-
sponding splitting steps. Moreover, the systems (1.5a) and (1.5b) are linear systems (with
variable coefficients) and thus can be easily solved using the upwind approach as it is
described in Section 3.

The designed splitting method performs very well in many applications, but still fails
in some examples (see Section 5), which suggests that splitting between the modes is
probably insufficient to design a robust numerical method for the 2MSWE.

Another direction we explore in an attempt to design a robust and highly accurate
numerical method for 2MSWE is based on a path-conservative central-upwind scheme,
which was recently proposed in the context of two-layer shallow water equations, [11].
As it has been demonstrated in [11], if the linear path is considered, the results obtained
by the path-conservative central-upwind scheme are independent of the form in which
the system is written. Details on the application of the path-conservative central-upwind
scheme to the systems (I), (II) and (III) are provided in Section 4. Our numerical experi-
ments, reported in Section 5, confirm that the path-conservative central-upwind scheme
both provides a high-resolution of the computed solution and is capable to accurately
and robustly treat nonconservative terms appearing in 2MSWE.

2 Finite volume method setting

In this section, we briefly describe a general framework of semi-discrete finite volume
methods, which will serve as a basis for the derivation of the splitting method and path-
conservative central-upwind scheme below. To this extent, we consider a system

Ut+F(U)x =R(U,Ux), (2.1)
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and, for simplicity, introduce a uniform spatial grid xα :=α∆x, where ∆x is a small spatial
scale and α is any spatial index, either integer or half-integer. We denote by Ij the finite

volume cells Ij :=[xj− 1
2
,xj+ 1

2
] and by U j(t) and Rj(t) the cell averages,

U j(t)≈
1

∆x

∫

Ij

U(x,t)dx, Rj(t)≈
1

∆x

∫

Ij

R(U,Ux)dx,

of the computed solution U and source term R, respectively. A semi-discretization of (2.1)
is the following system of ODEs:

d

dt
U j(t)=−

Hj+ 1
2
(t)−Hj− 1

2
(t)

∆x
+Rj(t), (2.2)

which should be numerically integrated by an appropriate ODE solver. Note that the
quantities U j, Rj and Hj+ 1

2
depend on t, but we will suppress this dependence through-

out the paper for brevity.
In the system (2.2), Hj+ 1

2
are numerical fluxes, which are to be derived in order to

complete the description of the semi-discrete finite-volume method. In Section 3 and
Section 4, we provide the reader with a detailed derivation of the numerical fluxes for
the proposed splitting method and path-conservative central-upwind scheme, respec-
tively. A common feature in the derivations below is that the numerical fluxes are com-
puted from a piecewise polynomial reconstruction of U, which we denote by Ũ(x), i.e.,
Hj+ 1

2
=H(Ũ), where H is a given function. To design a second-order scheme, we use

conservative piecewise linear reconstructions of form

Ũ(x) :=U j+(Ux)j(x−xj), xj− 1
2
< x< xj+ 1

2
. (2.3)

Here, the numerical derivatives (Ux)j are to be at least first-order approximations of
Ux(xj,t), computed using a nonlinear limiter needed to ensure a non-oscillatory nature
of the reconstruction (2.3). In our numerical experiments, we have used the generalized
minmod limiter (see, e.g., [30, 38, 40]):

(Ux)j =minmod

(
γ

U j−U j−1

∆x
,
U j+1−U j−1

2∆x
,γ

U j+1−U j

∆x

)
, γ∈ [1,2], (2.4)

which can be applied in a componentwise manner to either characteristic (Section 3) or
conservative (Section 4) variables. The minmod function is defined as:

minmod(z1,z2,···) :=





minj{zj}, if zj >0,∀j,
maxj{zj}, if zj <0,∀j,
0, otherwise,

and the parameter γ can be used to control the amount of numerical viscosity present in
the resulting scheme. We recall that larger values of γ correspond to less dissipative but,
in general, more oscillatory reconstructions, see [25, 30].
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In what follows, we first present finite-volume methods for the system (III), which are
implemented in conjunction with a splitting approach (see Section 3) and then, in Section
4, describe a path-conservative central-upwind scheme for the systems (I), (II), and (III).

3 Splitting method

Consider the system (III), and denote by L1 the exact solution operator associated with
the first sub-system (1.5a) (assuming that U2 is fixed) and by L2 the exact solution oper-
ator associated with the second sub-system (1.5b) (assuming that U1 is fixed).

Suppose that the solution of the system (III) is available at time t. We then introduce
a (small) time step ∆t and evolve the solution from t to t+∆t in three sub-steps according
to the second-order Strang splitting:

U(x,t+∆t)=L1(∆t/2)L2(∆t)L1(∆t/2)U(x,t),

where

U=

(
U1

U2

)
.

To design a splitting based numerical method, the exact solution operators L1 and L2

have to be replaced with the approximate ones and the numerical schemes for (1.5a) and
(1.5b) have to be derived.

3.1 Upwind scheme for (1.5a)

We begin with the numerical solution of the first sub-system (1.5a), which is approxi-
mated using the Roe-type upwind scheme. To this end, we first note that (1.5a) can be
rewritten in the following quasilinear form:

(U1)t+A1(U2)(U1)x =R1(U1,(U2)x), (3.1)

where

A1(U2) :=
∂F1

∂U1
=




3√
2

u2 −1

2
√
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2

u2


, R1=B1(U1)(U2)x, (3.2)

and F1(U) and B1(U1) are defined in (1.6). As one can clearly see from (3.1) and (3.2), the
system (1.5a) is a linear system with variable coefficients (since U2 is now assumed to be
fixed).

According to the finite volume framework outlined in Section 2, U1 is evolved in time
by solving the following ODE system:

d

dt
(U1)j =−

(H1)j+ 1
2
−(H1)j− 1

2

∆x
+(R1)j,
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where (H1)j+ 1
2

is an upwind approximation of the flux F1(U) at point x=xj+ 1
2
. To derive

this approximation, we freeze the coefficients of A1 and diagonalize A1((U2)j+ 1
2
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
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√
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
.

Here, (u2)j+ 1
2

and (θ2)j+ 1
2

are the upwinded values of u2 and θ2 at x= xj+ 1
2
, respectively

(these values are assumed to be computed and frozen at the end of the preceding splitting
step). Thus, we obtain

(Λ1)j+ 1
2
=:



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and define a corresponding set of the characteristic variables

W1≡
(

û1

θ̂1

)
:=(Q−1

1 )j+ 1
2
U1.

We emphasize that these variables only need to be computed locally (near x = xj+ 1
2
) to

obtain the linear pieces in cells Ij and Ij+1,

(W1)j+((W1)x)j(x−xj), (W1)j+1+((W1)x)j+1(x−xj+1),

which are, in turn, used to evaluate the two one-sided point values at x= xj+ 1
2
:
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+
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2
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2
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2
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The upwinded values of u1 and θ1 at x= xj+ 1
2

are then computed by

(
(u1)j+ 1

2
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2

)
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(û1)

∓
j+ 1

2

(θ̂1)
∓
j+ 1

2

)
,



M. J. Castro Dı́az et al. / Commun. Comput. Phys., 16 (2014), pp. 1323-1354 1331

where the signs in the upper indices of (û1)
∓
j+ 1

2

and (θ̂1)
∓
j+ 1

2

correspond to the signs of the

eigenvalues (λ1)
−
j+ 1

2

and (λ1)
+
j+ 1

2

, respectively. Using the obtained values of (u1)j+ 1
2

and

(θ1)j+ 1
2
, we evaluate the numerical flux at x= xj+ 1

2
:

(H1)j+ 1
2
=F1

(
(u1)j+ 1

2
,(θ1)j+ 1

2
,(u2)j+ 1

2
,(θ2)j+ 1

2

)
,

and compute the numerical source term (R1)j in the following manner:

(R1)j =
1

2
√

2∆x


 3(u1)j

[
(u2)j+ 1

2
−(u2)j− 1

2

]

4(u1)j

[
(θ2)j+ 1

2
−(θ2)j− 1

2

]
−(θ1)j

[
(u2)j+ 1

2
−(u2)j− 1

2

]

.

3.2 Upwind scheme for (1.5b)

We now consider the second sub-system (1.5b), which is rewritten as

(U2)t+A2(U2)x =R2(U1,(U1)x),

where

A2 :=
∂F2

∂U2
=

(
0 −1

−1

4
0

)
, R2=B2(U1)(U1)x,

where F2(U2) and B2(U1) are defined in (1.7). Following the finite volume approach
described in Section 2, U2 is evolved in time by solving the system of ODEs:

d

dt
(U2)j =−

(H2)j+ 1
2
−(H2)j− 1

2

∆x
+(R2)j,

where (H2)j+ 1
2

is an upwind approximation of the flux F2(U2) at x = xj+ 1
2

derived as

follows. First we diagonalize the matrix A2:

Λ2=Q−1
2 A2Q2=



−1

2
0

0
1

2


=:

(
λ−

2 0
0 λ+

2

)
, Q2=

(
2 −2
1 1

)
,

and define the characteristic variables

W2≡
(

û2

θ̂2

)
:=Q−1

2 U2,

that is,

û2 :=
1

4
(2θ2+u2), θ̂2=

1

4
(2θ2−u2).
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We then obtain a piecewise linear reconstruction in the characteristic space:

W̃2(x) :=(W 2)j+((W2)x)j(x−xj), xj− 1
2
< x< xj+ 1

2
, ∀j,

and compute the point values at x= xj+ 1
2

by

(W2)
+
j+ 1

2

=(W2)j+1−
∆x

2
((W2)x)j+1,

(W2)
−
j+ 1

2

=(W2)j+
∆x

2
((W2)x)j.

Since λ−
2 < 0 < λ+

2 , we use the corresponding one-sided values (û2)
+
j+ 1

2

and (θ̂2)
−
j+ 1

2

to

obtain the upwind flux

(H2)j+ 1
2
=F2

(
(u2)j+ 1

2
,(θ2)j+ 1

2

)
,

where (
(u2)j+ 1

2

(θ2)j+ 1
2

)
:=Q2

(
(û2)

+
j+ 1

2

(θ̂2)
−
j+ 1

2

)
=

(
2(û2)

+
j+ 1

2

−2(θ̂2)
−
j+ 1

2

(û2)
+
j+ 1

2

+(θ̂2)
−
j+ 1

2

)
.

The numerical source term (R2)j is computed based on u1 and θ1, which are fixed and
equal to

(R2)j=
1

2
√

2∆x

(
0

(θ1)j

[
(u1)j+ 1

2
−(u1)j− 1

2

]
−(u1)j

[
(θ1)j+ 1

2
−(θ1)j− 1

2

]
)

,

where (u1)j+ 1
2

and (θ1)j+ 1
2

are the upwinded values of u1 and θ1 at x= xj+ 1
2
, which were

obtained at the end of the previous splitting step described in Section 3.1.

4 Path-conservative central-upwind scheme

In this section, we design a robust and highly accurate numerical method for the 2MSWE,
which is based on a recently proposed path-conservative central-upwind scheme [11].
For the sake of the reader, we begin the section with a brief description of a second-order
central-upwind scheme from [20] and then develop its path-conservative version, which
is applied to the systems (I), (II) and (III).

4.1 Central-upwind scheme for the 2MSWE

We consider the system (2.1) with R(U,Ux)=B(U)Ux, that is,

Ut+F(U)x =B(U)Ux, (4.1)
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and follow the finite volume setting described in Section 2 to obtain its central-upwind
semi-discretization:

d

dt
U j =−

Hj+ 1
2
−Hj− 1

2

∆x
+Rj, (4.2)

where Hj+ 1
2

are central-upwind numerical fluxes and Rj are the computed cell averages

of the nonconservative term on the RHS of equation (4.1).

The central-upwind numerical flux from [20] is

Hj+ 1
2

:=
a+

j+ 1
2

F(U−
j+ 1

2

)−a−
j+ 1

2

F(U+
j+ 1

2

)

a+
j+ 1

2

−a−
j+ 1

2

+
a+

j+ 1
2

a−
j+ 1

2

a+
j+ 1

2

−a−
j+ 1

2

[
U

+
j+ 1

2

−U
−
j+ 1

2

]
. (4.3)

Here, U
±
j+ 1

2

are the right/left point values at x=xj+ 1
2

of the piecewise linear reconstruction

(2.3):

U
+
j+ 1

2

=U j+1−
∆x

2
(Ux)j+1, U

−
j+ 1

2

=U j+
∆x

2
(Ux)j.

Notice that now the numerical derivatives Ux are computed in a componentwise manner.
The right- and left-sided local speeds a±

j+ 1
2

in (4.3) are determined using the largest and

smallest eigenvalues of the matrix

A(U)=
∂F

∂U
(U)−B(U)=




3√
2

u2 −1
3

2
√

2
u1 0

−1+2
√

2θ2 − 1√
2

u2 − 1

2
√

2
θ1

√
2u1

0 0 0 −1

− 1

2
√

2
θ1

1

2
√

2
u1 −1

4
0




,

which are to be calculated from the characteristic equation

λ4+c1λ3+c2λ2+c3λ+c4=0, (4.4)

with the coefficients

c1=−
√

2u2,

c2=−1

2
u2

1−
3

2
u2

2+2
√

2θ2−
5

4
,

c3=−u1θ1+
3

2
√

2
u2

1u2+
1

2
√

2
u2,

c4=
3

2
√

2
u2

1θ2−
3

8
u2

1−
1

8
θ2

1+
3

8
u2

2−
1√
2

θ2+
1

4
.
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Unfortunately, the analytic expressions for the roots of (4.4) are way too complicated and
thus impractical. We therefore proceed along the lines of [23] and establish the desired
bounds on the roots of (4.4) using the Lagrange theorem (see, e.g., [27]). According to
this theorem, the largest nonnegative root is smaller than the sum of the largest and the

second largest numbers in the set { j

√
|cj| : j∈ Jmax}, where {cj : j∈ Jmax} is the set of the

negative coefficients of (4.4). Similarly, the smallest nonpositive root of (4.4) is larger than

the sum of the smallest and the second smallest numbers in the set {− j

√
|dj| : j ∈ Jmin},

where {dj : j∈ Jmin} is the set of negative coefficients of the polynomial

λ4+d1λ3+d2λ2+d3λ+d4 =0, dj =(−1)jcj, ∀j.

We denote the obtained bounds by λmax=λmax(u1,θ1,u2,θ2) and λmin=λmin(u1,θ1,u2,θ2)
and approximate the one-sided local speeds as

a+
j+ 1

2

=max
±

λmax

(
(u1)

±
j+ 1

2

,(θ1)
±
j+ 1

2

,(u2)
±
j+ 1

2

,(θ2)
±
j+ 1

2

)
,

a−
j+ 1

2

=min
±

λmin

(
(u1)

±
j+ 1

2

,(θ1)
±
j+ 1

2

,(u2)
±
j+ 1

2

,(θ2)
±
j+ 1

2

)
.

Remark 4.1. We would like to point out that if one considers a homogeneous system
of hyperbolic conservation laws Ut+F(U)x = 0, for which the one-sided local speeds
a±

j+ 1
2

can be computed analytically, the first-order version of the described central-upwind

scheme is exactly the semi-discrete version of the scheme from [14, 16, 17].

Finally, the non-conservative terms on the RHS of (4.1) are discretized as in [23] so
that we obtain

Rj =B(U j)
U

−
j+ 1

2

−U
+
j− 1

2

∆x
. (4.5)

The central-upwind scheme described above is designed along the lines of [23], where
it was applied to two-layer shallow water systems. A success of the central-upwind
scheme for such systems hinged on the fact that the coefficients of the nonconserva-
tive terms were small in all practical applications. However, none of the three 2MSWE
systems studied in this paper possess the same property. Therefore, a straightforward
implementation of the central-upwind scheme to the 2MSWE may not be robust as we
demonstrate in Examples 1 and 3 in Section 5 below.

We therefore present a robust version of the central-upwind scheme for nonconserva-
tive systems. It has been recently proposed in [11], where the concept of path-conservative
central-upwind schemes has been introduced. In the next subsection, we develop a path-
conservative central-upwind scheme for the 2MSWE and apply it to the systems (I), (II)
and (III).



M. J. Castro Dı́az et al. / Commun. Comput. Phys., 16 (2014), pp. 1323-1354 1335

4.2 Path-conservative central-upwind scheme for the 2MSWE

Following the approach proposed in [11], we modify the central-upwind scheme (4.1),
(4.2), (4.5) so that the jumps of the nonconservative terms at cell interfaces are taken into
account. The path-conservative central-upwind scheme is then given by

d

dt
U j=− 1

∆x


Hj+ 1

2
−Hj− 1

2
+

a−
j+ 1

2

a+
j+ 1

2

−a−
j+ 1

2

B
Ψ,j+ 1

2
−

a+
j− 1

2

a+
j− 1

2

−a−
j− 1

2

B
Ψ,j− 1

2


+Rj, (4.6)

where for each one of the systems (I), (II) and (III), the fluxes Hj+ 1
2

are computed from

(4.3), the source Rj is given by (4.5), and the terms that take into account possible jumps
of the nonconservative terms across the cell interfaces (for details see [11]) are

B
Ψ,j+ 1

2
=

1∫

0

B(Ψj+ 1
2
(s))

dΨj+ 1
2

ds
ds, (4.7)

in which Ψj+ 1
2
(s) is a path

Ψj+ 1
2
(s)=Ψ(s;U−

j+ 1
2

,U+
j+ 1

2

) : [0,1]×R4×R4→R
4,

such that

Ψ(0;U−
j+ 1

2

,U+
j+ 1

2

)=U
−
j+ 1

2

, Ψ(1;U−
j+ 1

2

,U+
j+ 1

2

)=U
+
j+ 1

2

.

In this paper, we use the simplest linear path

Ψj+ 1
2
(s)=U

−
j+ 1

2

+s(U+
j+ 1

2

−U
−
j+ 1

2

),

which leads to the following expression for B
Ψ,j+ 1

2
in (4.7):

B
Ψ,j+ 1

2
=

1∫

0

B
(

U
−
j+ 1

2

+s(U+
j+ 1

2

−U
−
j+ 1

2

)
)
(U+

j+ 1
2

−U
−
j+ 1

2

)ds=:




B
(1)

Ψ,j+ 1
2

B
(2)

Ψ,j+ 1
2

B
(3)

Ψ,j+ 1
2

B
(4)

Ψ,j+ 1
2




.

The components of the vector B
Ψ,j+ 1

2
can be computed for the systems (I), (II) and (III)

explicitly and are given by:
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System (I)





B
(1)

Ψ,j+ 1
2

=− 3

2
√

2
[(u2)

+
j+ 1

2

+(u2)
−
j+ 1

2

][(u1)
+
j+ 1

2

−(u1)
−
j+ 1

2

]

− 3

4
√

2
[(u1)

+
j+ 1

2

+(u1)
−
j+ 1

2

][(u2)
+
j+ 1

2

−(u2)
−
j+ 1

2

],

B
(2)

Ψ,j+ 1
2

=−
√

2[(θ2)
+
j+ 1

2

+(θ2)
−
j+ 1

2

][(u1)
+
j+ 1

2

−(u1)
−
j+ 1

2

]

+
1

2
√

2
[(u2)

+
j+ 1

2

+(u2)
−
j+ 1

2

][(θ1)
+
j+ 1

2

−(θ1)
−
j+ 1

2

]

+
1

4
√

2
[(θ1)

+
j+ 1

2

+(θ1)
−
j+ 1

2

][(u2)
+
j+ 1

2

−(u2)
−
j+ 1

2

]

− 1√
2
[(u1)

+
j+ 1

2

+(u1)
−
j+ 1

2

][(θ2)
+
j+ 1

2

−(θ2)
−
j+ 1

2

],

B
(3)

Ψ,j+ 1
2

=0,

B
(4)

Ψ,j+ 1
2

=
1

4
√

2
[(θ1)

+
j+ 1

2

+(θ1)
−
j+ 1

2

][(u1)
+
j+ 1

2

−(u1)
−
j+ 1

2

]

− 1

4
√

2
[(u1)

+
j+ 1

2

+(u1)
−
j+ 1

2

][(θ1)
+
j+ 1

2

−(θ1)
−
j+ 1

2

];

System (II)





B
(1)

Ψ,j+ 1
2

=
3

4
√

2
[(u1)

+
j+ 1

2

+(u1)
−
j+ 1

2

][(u2)
+
j+ 1

2

−(u2)
−
j+ 1

2

],

B
(2)

Ψ,j+ 1
2

=− 1√
2
[(θ2)

+
j+ 1

2

+(θ2)
−
j+ 1

2

][(u1)
+
j+ 1

2

−(u1)
−
j+ 1

2

]

− 1

4
√

2
[(θ1)

+
j+ 1

2

+(θ1)
−
j+ 1

2

][(u2)
+
j+ 1

2

−(u2)
−
j+ 1

2

],

B
(3)

Ψ,j+ 1
2

=0,

B
(4)

Ψ,j+ 1
2

=
1

4
√

2
[(θ1)

+
j+ 1

2

+(θ1)
−
j+ 1

2

][(u1)
+
j+ 1

2

−(u1)
−
j+ 1

2

]

− 1

4
√

2
[(u1)

+
j+ 1

2

+(u1)
−
j+ 1

2

][(θ1)
+
j+ 1

2

−(θ1)
−
j+ 1

2

];
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System (III)




B
(1)

Ψ,j+ 1
2

=
3

4
√

2
[(u1)

+
j+ 1

2

+(u1)
−
j+ 1

2

][(u2)
+
j+ 1

2

−(u2)
−
j+ 1

2

],

B
(2)

Ψ,j+ 1
2

=− 1

4
√

2
[(θ1)

+
j+ 1

2

+(θ1)
−
j+ 1

2

][(u2)
+
j+ 1

2

−(u2)
−
j+ 1

2

]

+
1√
2
[(u1)

+
j+ 1

2

+(u1)
−
j+ 1

2

][(θ2)
+
j+ 1

2

−(θ2)
−
j+ 1

2

],

B
(3)

Ψ,j+ 1
2

=0,

B
(4)

Ψ,j+ 1
2

=
1

4
√

2
[(θ1)

+
j+ 1

2

+(θ1)
−
j+ 1

2

][(u1)
+
j+ 1

2

−(u1)
−
j+ 1

2

]

− 1

4
√

2
[(u1)

+
j+ 1

2

+(u1)
−
j+ 1

2

][(θ1)
+
j+ 1

2

−(θ1)
−
j+ 1

2

].

Remark 4.2. A straightforward computation shows that the path-conservative central-
upwind schemes for the systems (I), (II) and (III) are identical, that is, the RHS of (4.6)
for all of these three systems is exactly the same provided the integral in (4.7) is evaluated
exactly. The latter may be impossible if a more complicated, nonlinear path is selected.

Remark 4.3. Unfortunately, in nonconservative systems the speed of propagation of the
discontinuities explicitly depends on the chosen family of paths, so that a good choice
of paths is crucial to capture the physical meaningful weak solutions. A possible way to
compute the correct paths could be based on the vanishing viscosity method: A parabolic
regularization is considered with a small viscosity coefficient and the corresponding vis-
cous profiles are then computed. If two states can be linked by an admissible discon-
tinuity, the path connecting them should be the corresponding viscous profiles, for de-
tails see [33] and references therein. An important difference between conservative and
nonconservative systems is that, in the nonconservative case, the jump conditions ob-
tained from the vanishing viscosity method explicitly depend on the form of the viscous
term. Nevertheless, the computation of viscous profiles for this problem is a very difficult
task, and according to [10] the family of straight segments is a sensible choice, as their
corresponding jump conditions are expected to give a third order approximation of the
physically correct ones.

Moreover, according to [3,12], when the numerical viscosity of the method commutes
with the Jacobian ∂F

∂U
, as it is the case for path-conservative central-upwind schemes,

numerical solutions obtained by different paths for small/medium shocks do not differ
too much, as the numerical shock curves associated with each scheme (or path) coincide
up to third order in the size of the discontinuity.
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5 Numerical examples

In this section, we perform a comparison study of the numerical methods presented in
Section 3 and Section 4. We test the schemes on a number of numerical examples. The
central-upwind scheme applied to the systems (I), (II) and (III) will be referred to as
CUI, CUII and CUIII, respectively. A similar notation (PCCU) will be used for the path-
conservative central-upwind scheme.

In all of the experiments, we use the minmod limiter (2.4) with γ= 1 and the third-
order strong stability preserving Runge-Kutta (SSP-RK) ODE solver (see, e.g. [15, 34, 35])
for time evolution. The size of the time steps is selected based on the theoretical CFL
numbers, which are 0.5 for the CU and PCCU schemes and 1 for the upwind method.

We follow [36] and plot all of the numerical results in the dimensional units, that is, in
all of the figures below, the velocities are multiplied by a factor of 50 and the temperatures
are multiplied by a factor of 10

√
2.

Example 1 – Dam Break Problem. We consider the 2MSWE subject to the following
Riemann initial data:

θ1(x,0)=





− 1√
2

, if x<0,

0, if x>0,
θ2(x,0)≡u1(x,0)≡u2(x,0)≡0.

We take a uniform grid with ∆x = 0.5 and compute the solution at time t = 360. This
example is a slightly modified version of the dam break problem considered in [36, §5.4].

We first solve the systems (I), (II) and (III) using the CUI, CUII, CUIII schemes and
plot the results in Fig. 1. As one can see, the solutions computed by these schemes are
different, which demonstrates that the obtained numerical results clearly depend on the
way nonconservative terms are treated. Next, in Figs. 2-4, we compare the results ob-
tained by the three central-upwind schemes with those computed by the PCCU scheme.
Finally, we apply the splitting method from Section 3 to this initial-value problem and
show in Fig. 5 a good agreement between solutions obtained by the PCCU scheme and
the splitting method.

Example 2 — Waves Generated by Thermal Forcing. In this example, also considered
in [36], we solve a more general 2MSWE

Ut+F(U)x =R(U,Ux)+S(x)

subject to the constant initial data

u1(x,0)≡ 1√
2

, u2(x,0)≡− 1√
2

, θ1(x,0)≡ θ2(x,0)≡0.



M. J. Castro Dı́az et al. / Commun. Comput. Phys., 16 (2014), pp. 1323-1354 1339

−400 −200 0 200 400
−5

0

5

10

15

20

u
1

−400 −200 0 200 400
−4

−2

0

2

4

u
2

−400 −200 0 200 400

−10

−8

−6

−4

−2

0

θ
1

−400 −200 0 200 400

−1
−0.8
−0.6
−0.4
−0.2

0

θ
2

Figure 1: Example 1: Comparison of CUI (solid line), CUII (dashed line) and CUIII (dash-dot line) results.
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Figure 2: Example 1: PCCU (solid line) vs. CUI (dashed line) results.

In this model, a thermal source S is taken into account and given by

S(x)=(0,Sθ1
,0,Sθ2

)T,
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Figure 3: Example 1: PCCU (solid line) vs. CUII (dashed line) results.
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Figure 4: Example 1: PCCU (solid line) vs. CUIII (dashed line) results.

where

Sθ1
= ae

− (x−x0)
2

2σ2 , Sθ2
=−1

4
Sθ1

. (5.1)
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Figure 5: Example 1: PCCU (solid line) vs. Upwind Splitting (dashed line) results.

The heating is centered at x0 = 1000, the standard deviation in (5.1) is σ = 20, and the
amplitude is a=

√
2/450.

We introduce a uniform grid with ∆x = 1 and compute the solution at time t= 720,
using all the studied schemes, which in the presence of the thermal source term can be
written as (compare with (2.2)):

d

dt
U j =−

Hj+ 1
2
−Hj− 1

2

∆x
+Rj+Sj, Sj ≈

1

∆x

∫

Ij

S(x)dx.

The thermal source is discretized using the midpoint rule, that is, we take Sj=S(xj).
In this example, all four central-upwind schemes (CUI, CUII, CUIII, PCCU) and the

splitting method produce quite similar results, which are plotted in Figs. 6-9.

Example 3 – Riemann Problem I. We consider an initial-value problem, which is simi-
lar to the one studied in Example 1, but has a more complicated Riemann initial data:

(u1(x,0),θ1(x,0),u2(x,0),θ2(x,0))=

{
(0.5,−0.7,−1,−0.5), if x<0,
(−0.8,0.2,1.5,0.2), if x>0.

We compute the solution at time t=90 using a uniform grid of size ∆x=0.5. In Figs. 11-13,
we again compare the CUI, CUII and CUIII solutions with the PCCU one. As one can see,
the differences in the obtained results are quite large. Even though the CUII and CUIII
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Figure 6: Example 2: PCCU (solid line) vs. CUI (dashed line) results.
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Figure 7: Example 2: PCCU (solid line) vs. CUII (dashed line) results.

results are close (see Fig. 10), they are not able to accurately represent the jumps at the
cell interfaces which affect the resolution of the nonconservative terms.

On the other hand, the upwind splitting method produces results, which are similar
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Figure 8: Example 2: PCCU (solid line) vs. CUIII (dashed line) results.
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Figure 9: Example 2: PCCU (solid line) vs. Upwind Splitting (dashed line) results.

to the PCCU ones. However, there is still some discrepancy between the computed so-
lutions (see Fig. 14). We further study the behavior of the PCCU scheme and upwind
splitting method by performing a mesh refinement study. The PCCU results seem to
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Figure 10: Example 3: Comparison of CUI (solid line), CUII (dashed line) and CUIII (dash-dot line) results.
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Figure 11: Example 3: PCCU (solid line) vs. CUI (dashed line) results.

clearly converge (see Figs. 15, 16), while the splitting solution develops small structural
oscillations (see Fig. 17), which are especially pronounced when we zoom at the areas of
interest in Fig. 18.
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Figure 12: Example 3: PCCU (solid line) vs. CUII (dashed line) results.
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Figure 13: Example 3: PCCU (solid line) vs. CUIII (dashed line) results.

This example suggests that among the studied methods, the PCCU scheme provides
the most robust and accurate tool for the 2MSWE.
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Figure 14: Example 3: PCCU (solid line) vs. Upwind Splitting (dashed line) results.
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Figure 15: Example 3: PCCU results on the three different grids with ∆x=0.5 (solid line), 0.25 (dashed line)
and 0.125 (dash-dot line).

Example 4 – Riemann Problem II. Finally, we consider another Riemann problem with
the following initial data:

(u1(x,0),θ1(x,0),u2(x,0),θ2(x,0))=

{
(1,0.9,−0.9,0.4), if x<0,
(0.7,−0.6,−0.4,0.45), if x>0.

(5.2)
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Figure 16: Example 3: The same as Fig. 15, but zoomed at the areas of interest.
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Figure 17: Example 3: Upwind Splitting results on the three different grids with ∆x = 0.5 (solid line), 0.25
(dashed line) and 0.125 (dash-dot line).

We compute the solution at time t=180 using a uniform grid of size ∆x=0.5. In Fig. 19, we
plot the CUI, CUII and CUIII solutions, which are very different from each other. Then
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Figure 18: Example 3: The same as Fig. 17, but zoomed at the areas of interest.
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Figure 19: Example 4: Comparison of CUI (solid line), CUII (dashed line) and CUIII (dash-dot line) results.

in Figs. 20-22, we compare the above three results with the PCCU one. As one can see,
the CU scheme cannot accurately reproduce the PCCU results no matter which system
(I), (II) or (III) is solved.
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Figure 20: Example 4: PCCU (solid line) vs. CUI (dashed line) results.
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Figure 21: Example 4: PCCU (solid line) vs. CUII (dashed line) results.

Next, we find out that the upwind splitting method from Section 3 does not work
since in this problem, the solution is close to the nonhyperbolic regime and the diago-
nalization described in Section 3.1 fails due to the appearance of negative values under
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Figure 22: Example 4: PCCU (solid line) vs. CUIII (dashed line) results.
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Figure 23: Example 4: PCCU (solid line) vs. Central-Upwind Splitting (dashed line) results.

the square roots. We therefore solve the split systems (1.5a), (1.6) and (1.5b), (1.7) by the
second-order central-upwind scheme similar to the one presented in Section 4.1. The ob-
tained results are shown in Fig. 23 together with the PCCU ones. As one can see, the
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use of the central-upwind splitting method leads to significant errors in the area near the
right-going shock wave.

To understand the reason the splitting methods do not work well in this example, we
compare the eigenvalues of the 2MSWE obtained by numerically solving the character-
istic equation (4.4) with the eigenvalues of the systems (1.5a), (1.6) and (1.5b), (1.7), see
Table 1. As one can see, the eigenvalues of the full system and split systems are very
different, which explains the discrepancy in the obtained numerical results.

Table 1: The eigenvalues for the left and right states in (5.2).

Initial data Eigenvalues of the 2MSWE
Eigenvalues of the systems

(1.5a), (1.6) and (1.5b), (1.7)

u1=1,θ1=0.9

u2=−0.9,θ2=0.4

-1.3459, -1.3269

0.0938, 1.3062

-1.8565, -0.5000

0.5000, 0.5837

u1=0.7,θ1=−0.6

u2=−0.4,θ2=0.45

-1.0647,0.0856

0.1118,0.3017

-0.5001,-0.5000

-0.0656,0.5000

6 Conclusion

In this paper, we have introduced three second-order numerical methods for the 2MSWE,
which admit several different forms. The 2MSWE were derived in [36] in form of the sys-
tem (I). The system (II) was proposed in [36] as a better form for solving the 2MSWE nu-
merically. In this paper, we have rewritten the 2MSWE in form of the system (III), which
is suitable for designing an operator splitting method, which has been implemented in
conjunction with the Roe-type upwinding. The presented operator splitting method has
performed well in most of the numerical experiments. However, in some cases it de-
velops structural oscillations, which can be attributed to the splitting error. We have
also applied the Riemann-problem-solver-free central-upwind scheme to all of the three
systems and showed that the results depend on the way the 2MSWE system is written.
The latter illustrates the fact that the presence of nonconservative terms makes it difficult
to design a robust numerical method. We therefore modify the central-upwind scheme
and derive its path-conservative version, which produces identical results for the afore-
mentioned three different versions of the 2MSWE. Moreover, the conducted mesh refine-
ment study clearly demonstrates a super performance of the presented path-conservative
central-upwind scheme.
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