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Abstract. We develop a super-grid modeling technique for solving the elastic wave
equation in semi-bounded two- and three-dimensional spatial domains. In this method,
waves are slowed down and dissipated in sponge layers near the far-field boundaries.
Mathematically, this is equivalent to a coordinate mapping that transforms a very large
physical domain to a significantly smaller computational domain, where the elastic
wave equation is solved numerically on a regular grid. To damp out waves that be-
come poorly resolved because of the coordinate mapping, a high order artificial dissi-
pation operator is added in layers near the boundaries of the computational domain.
We prove by energy estimates that the super-grid modeling leads to a stable numerical
method with decreasing energy, which is valid for heterogeneous material properties
and a free surface boundary condition on one side of the domain. Our spatial dis-
cretization is based on a fourth order accurate finite difference method, which satisfies
the principle of summation by parts. We show that the discrete energy estimate holds
also when a centered finite difference stencil is combined with homogeneous Dirich-
let conditions at several ghost points outside of the far-field boundaries. Therefore,
the coefficients in the finite difference stencils need only be boundary modified near
the free surface. This allows for improved computational efficiency and significant
simplifications of the implementation of the proposed method in multi-dimensional
domains. Numerical experiments in three space dimensions show that the modeling
error from truncating the domain can be made very small by choosing a sufficiently
wide super-grid damping layer. The numerical accuracy is first evaluated against an-
alytical solutions of Lamb’s problem, where fourth order accuracy is observed with
a sixth order artificial dissipation. We then use successive grid refinements to study
the numerical accuracy in the more complicated motion due to a point moment tensor
source in a regularized layered material.
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1 Introduction

To numerically solve a time-dependent wave equation in an unbounded spatial domain,
it is necessary to truncate the domain and impose a far-field closure at, or near, the bound-
aries of the truncated domain. Numerous different approaches have been suggested, see
for example [4, 6,16]. The perfectly matched layer (PML) technique, originally proposed
by Berenger [3] and later improved by many others, has been very successful for electro-
magnetic wave simulations. Unfortunately, the PML technique sometimes suffers from
stability problems when applied to the elastic wave equation, where free surface bound-
aries and material discontinuities can form wave guides in which the solution of the PML
system becomes unstable [18]. The PML system is also known to exhibit stability prob-
lems for some anisotropic wave equations [2].

Similar to the PML technique, the super-grid method [1] modifies the original wave
equation in layers near the boundary of the computational domain. The PML system
is defined by Fourier transforming the original wave equation in time and applying a
frequency-dependent complex-valued coordinate transformation in the layers. Addi-
tional dependent variables, governed by additional differential equations, must be in-
troduced to define the PML system in the time domain. In comparison, the super-grid
method is based on applying a real-valued coordinate stretching in the layers, where also
artificial dissipation is added. The super-grid method does not rely on additional depen-
dent variables, and is therefore more straight forward to implement. In the layers near
the boundary, the PML method damps the waves; in contrast, the super-grid method
both damps the waves and slows them down. The main advantage over the PML tech-
nique is that the solution of the wave equation with super-grid layers is energy stable, if
there is a corresponding energy estimate for the underlying wave equation.

In this article, we generalize the super-grid approach [1] to the elastic wave equation
in second order formulation. Motivated by applications from seismology and seismic ex-
ploration, we focus on half-plane or half-space domains, where a free surface boundary
condition must be satisfied on only one side of the domain. The half-space problem sub-
ject to a free surface condition permits surface waves. These waves only propagate along
the free surface and decay exponentially away from the surface. They are fundamentally
different from the longitudinal and transverse waves that travel through the volume of
the domain. Surface waves therefore constitute an additional type of wave that need to
be absorbed by the far-field closure.

We are primarily interested in cases where the solution is of a transient nature, be-
ing driven by initial data with compact support, or by a forcing function that only is
active (non-zero) for a limited time. Because of the artificial damping in the super-grid
layers, the solution becomes very small on the outside of the layers. For this reason,
it is natural to impose homogeneous Dirichlet conditions at the super-grid boundaries,
which truncate the computational domain. In this paper, we develop a finite difference
method where fourth order accurate summation by parts (SBP) operators [17] are com-
bined with centered fourth order accurate finite difference formulas in the interior of the
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domain. The idea is to only use the SBP operators near the free surface boundary, and use
centered finite difference formulas all the way up to the super-grid boundaries. This is
made possible by enforcing homogeneous Dirichlet boundary conditions at several grid
points outside the super-grid boundaries. This simplified boundary closure allows the
implementation of the super-grid approach to be more efficient and greatly simplified
in multi-dimensional domains, because the SBP operators are only needed near the free
surface boundary.

SBP operators make it possible to prove stability for a difference approximation by
mimicking the integration by parts estimate for the partial differential equation. In the
interior of the domain, these operators are centered finite difference formulas. To satisfy
the principle of SBD, the difference formulas must become biased and have coefficients
that are different for each grid point near a boundary. We call the discretization tech-
nique in [17] SBP-GP because it uses ghost points. These points are located just outside
the boundary, and are used to enforce the boundary conditions strongly. There is also a
related approach, called SBP-SAT [9,10], which uses penalty terms to enforce the bound-
ary conditions weakly. In principle, either of these SBP discretizations could be used to
solve the elastic wave equation with super-grid layers.

The main theoretical result of this article is that stability of the numerical method can
be proven also when the SBP operators are combined with centered operators, together
with our simplified boundary closure near the super-grid boundaries. This leads to an
overall spatial discretization that does not satisfy the principle of SBP, but nevertheless
is energy stable. Note that the simplified boundary closure is intimately related to the
super-grid method. It can only lead to an accurate approximation if the solution is very
small near the super-grid boundary and is not appropriate for cases with inhomogeneous
boundary data.

This paper continues the development of the super-grid method, with an emphasis
on wave equations in second order formulation and multi-dimensional domains. While
most of the development in [1] was done for hyperbolic systems in first order formulation
in the continuous (PDE) setting, we focus on the elastic wave equation and establish
stability results for the fully discrete approximation. We also present a new damping
function for the super-grid layers, which gives the strongest damping in the outer parts
of the supergrid layers. As a result, the suppression of outgoing waves is improved
compared to the damping function used in [1]. A new tapering approach is introduced
to scale the damping functions near edges and corners in multi-dimensional domains,
such that the strength of the damping along the sides of the domain does not have to be
reduced to meet the stability constraints of the explicit time integrator.

The remainder of the paper is organized in the following way. The super-grid method
is first outlined in Section 1.1. In Section 2, we generalize our fourth order accurate time
integration scheme [17] to the 1-D wave equation with grid stretching and artificial dis-
sipation in the super-grid layers. We present our simplified boundary closure for the
discretization that enables the centered difference stencils to be used all the way up to
the super-grid boundaries. Because we solve the wave equation in second order for-



916 N. A. Petersson and B. Sjogreen / Commun. Comput. Phys., 16 (2014), pp. 913-955

mulation, the artificial dissipation contains a time derivative. We present an explicit time
discretization and apply the energy method to prove stability of the fully discrete scheme.
We outline a von Neumann analysis to show how the coefficient of the artificial dissipa-
tion must scale with the grid size to avoid a reduction of the explicit time step. It also
exposes the stability limit of the amplitude of the damping function.

In Section 3 we generalize the results to the half-plane problem for the two-dimensional
elastic wave equation subject to a free surface boundary condition along the physical
boundary. The spatial discretization combines the SBP boundary modified stencils at the
free surface boundary with our simplified boundary closure at the super-grid bound-
aries. The super-grid damping is introduced dimension by dimension and the energy
method is used to show that the fully discrete scheme is stable. Our energy estimate
shows that the strengths of the one-dimensional damping terms are accumulated near
corners, where two super-grid layers meet. A two-dimensional von Neumann analysis
illustrates that the explicit time step is limited by the sum of the strengths of the one-
dimensional dissipation terms. To avoid having to either reduce the amplitude of the
damping functions away from corners, or impose additional time step restrictions, we
present a tapering approach that reduces the strength of the one-dimensional damping
functions near corners.

The reflection properties of the super-grid method are evaluated numerically by solv-
ing the three-dimensional elastic wave equation in Section 4. We first consider Lamb’s
problem, where the numerical solution is compared to an analytical solution. We also test
the accuracy on a regularized layered material model, where the convergence is assessed
by successive grid refinements. Conclusions are given in Section 5.

1.1 Outline of the supergrid method

Consider solving a time-dependent wave equation in an unbounded or semi-bounded
(half-space) domain. Assume that we wish to calculate the numerical solution in a finite
time interval 0 <t <tp,,y, in the bounded spatial domain x € QeRr? (d=1,2,3). We will
call this the domain of interest. For d=3 this could, for example, be a box shaped domain
O={x1<x<xy, y1 <y<yn, z1 <2<z}, where x= (x,y,z)T are the Cartesian coordinates.
Also assume that the initial conditions and forcing functions have compact support in Q).
While the numerical solution may be calculated in a computational domain that is larger
than (), it must eventually be truncated to a finite extent. In general, the truncation of the
computational domain leads to artificial reflections that can pollute the numerical solu-
tion in the domain of interest. However, due to the hyperbolic nature of wave equations,
no artificial reflections can enter Q) for t <tp,y, if the computational domain is sufficiently
large. For example, if the computational domain is given by x; —L <x <x,+L, reflections
from the outer boundary can only pollute the solution in the subdomain x; < x <x, for
times t >t} =2L/cmax. Here, cmax is the largest phase velocity in the domain. Hence, by
choosing L > tmaxCmax/2, wWe can avoid all artifacts from the truncation of the computa-
tional domain, up to time t = tpax. Unfortunately, the size of the computational domain
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would grow with fna and could easily become much larger than the original domain
of interest. Hence, this simple approach is computationally intractable unless the grid
size can be made significantly larger outside the domain of interest, without polluting
the numerical solution with poorly resolved modes.

The first ingredient of the super-grid approach [1] is to introduce a smooth coordinate
transformation,

x=X(&), y=Y0), z=2(Q),

that maps the computational domain onto a much larger extended domain. For example,
in the x-direction, x; —¢ <¢ <x,+/ is mapped onto x; —L <x <xp+L, where / < L. The
original wave equation is solved inside the domain of interest, i.e., the identity mapping
x=¢ is used for x; <& <x,. The parts of the computational domain that are outside of the
domain of interest are called the super-grid layers, i.e., x1 —¢ <¢ <x; and x, <& <xp+/.
Spatial derivatives in the wave equation are transformed according to the chain rule,

=00z o=V )5 5-=9P(0)5; (LD

where )
- @ ()=
w POz

To make the coordinate transformation non-singular, we assume 4)(‘7 ) >er>0,9=xy,z.

For a one-dimensional Cauchy problem, ¢(*) needs to be a smooth function that tran-
sitions monotonically from ¢, to 1 between x; —/ and x;, and then back to €1 between x,
and x4, see Fig. 1. For higher dimensional problems, the functions ¢(*) and ¢(*) are
defined in a corresponding way:.

In the mapped (computational) coordinates, the length scale of the solution in the ¢-
direction is proportional to ¢{*). The solution is therefore compressed inside the layers,
where ¢(*) < 1. This corresponds to a slowing down of all traveling waves in the mapped
coordinates. Note that in a two-dimensional domain, $(*) <1 corresponds to a slow
down in the &-direction, while ¢%) <1 gives a slow down in the ;-direction. Hence, if the
original wave equation has isotropic wave propagation properties, it becomes anisotropic
in the mapped coordinates. The case of a half-plane problem in two space dimensions is
illustrated in Fig. 2.

The super-grid method discretizes the mapped (computational) domain on a grid
with constant spacing. For this reason, the resolution in terms of grid points per wave
length will be very poor in the layers. To avoid polluting the numerical solution by modes
that can not be resolved on the grid, the second essential ingredient of the super-grid
method is the addition of artificial damping. The dissipative term is only added in the
layers and, for efficiency reasons, only explicit discretizations are considered. The idea
is to damp out poorly resolved waves before they arrive at the outer edge of the layer,
where the computational domain is truncated. As was emphasized in [1], it is important
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Figure 1: The stretching function ¢(&) (red) and the auxiliary function (¢) (blue), which controls the strength
of the damping. In this case, the width of each super-grid layer is £=1. The dashed vertical lines indicate the
boundaries of the domain of interest, here 1<¢ <3.

Figure 2: A two-dimensional half-plane domain with a physical boundary along the top edge. The stretching
functions satisfy ¢(*) =¢(¥) =1 in the white region, where the original wave equation is solved. The wave speed
is reduced in the surrounding layers by taking ¢(x) <1 (red) and ¢(y) <1 (blue). In the purple corner regions,
o) <1 and ¢pW) <1.

to use a damping term of sufficiently high order, such that it does not dominate the trun-
cation error in the interior of the domain. The strength of the dissipation is controlled by
the auxiliary function ¢ (see Fig. 1), which must be ramped up smoothly to avoid arti-
ficial reflections. The amplitude of the damping must be large enough to damp out the
solution before it is reflected back into the domain of interest. However, that amplitude
is also restricted by the stability limit of the explicit time stepping scheme. Numerical
experiments show that the super-grid method gives the best performance when the am-
plitude of the damping is close to the stability limit.
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2 The scalar wave equation in one space dimension

Consider the Cauchy problem for the one-dimensional scalar wave equation,

Pu 9 [ ou
pwza<ya>+f(x,t), —oco<x<oo, t>0,
u(x,0)=go(x), u(x,0)=g1(x), —oo<x<oo. (2.1)

Here p=p(x) >0 and p=p(x) >0 are material coefficients that may vary in space, go(x)
and g1(x) are the initial data, and f(x,t) is the external forcing function. The forcing
and initial data are assumed to have compact support in the sub-domain x € () where
Q= {x1 <x<x,}. This is also assumed to be the domain of interest, i.e., where we want
to find a numerical solution of (2.1).

We add a super-grid layer of width ¢ >0 on either side of (), and choose the coor-
dinate system such that x; —¢ =0 and x> +/ = xmax. After introducing the coordinate
mapping (1.1) (using the simplified notation ¢ =¢*)) and introducing a super-grid dissi-
pation of order 2p, we obtain the modified wave equation

0? 0 0 v P
0o =95 (¢u£) —e(5 <apfi’f> +FX(@)), 2)

for 0<¢ <xmax and t>0, where e>0. The solution of (2.2) is subject to the initial conditions

U(C,O) =480 (X(C))/ Ut(C,O) =41 (X(C))/ 0< CS Xmax - (23)

The stretching function ¢(x) and the damping function o(x) are constructed from the
auxiliary function (x), which smoothly transitions from one to zero and then back to
one,

(1, x<x1—4,
P((x1—x)/0), x1—€<x<xq,
P(x) =40, x1<x<x, (2.4)
P((x—x2)/0), xa<x<xp+Y,
1, x> xp+4.

Here we use the polynomial function P(¢) = &°(462—1980¢ +3465¢2 —3080¢° +1386¢* —
252¢%), which satisfies P(0) =0, P(1) =1, and makes (&) five times continuously differ-
entiable. The one-dimensional stretching and damping functions are defined by

$(x)
x)=1—(1—¢p)(x), o(x)= . (2.5)
¢(x)=1-(1—er)p(x) )=
Note that the constant 7, >0 is not related to the damping coefficient ¢ in (2.2). Through-
out the numerical experiments in this paper, we use e; =10~*. The functions ¢ and ¢ are
plotted in Fig. 1.
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The stretching and damping functions only modify the original wave equation inside
the supergrid layers, because ¢(x) =1 and o(x) =0, for x; < x <x,. Also note the factor
po in the dissipation term in (2.2). Here, p is included to make this term balance the left
hand side of the equation, i.e., to make ¢ independent of p.

We proceed by deriving an energy estimate. Note that the regular L, scalar product
can be used to derive an energy estimate for the original wave equation (2.1). To estimate
the solution of (2.2) it is therefore natural to weigh the scalar product by the stretching
function (1.1). For real-valued functions v(¢) and w(¢), we define

(v,w)q,:/oxm%dﬁ HUHé:(U/v)qw

where ||v||4 is @ norm because ¢ > ¢ > 0.
Assume that f =0 and multiply the differential equation (2.2) by v;/¢ and integrate
over 0 <x <xmax. After integration by parts, we get

apvt apvt
upvnle (o= ( G5 0opy ) +BT,

where the boundary term satisfies

' or-1 _ort o\
BT = [vsppvg] ™™ —e(—1)7 [(Utagrﬁ_“'“_l)p 1 aép?) <(7p ag:f)} . (2.6)

0

The boundary term vanishes if we impose the following p boundary conditions at =0
and ¢ = Xmax,

v(0,t) =0, 0(Xmax,t) =0,

vg(0,£) =0, ¢ (Xmax,t) =0,

oP—1o or1oy

W(O,t):(), wﬁ(xmax,t)zo, tZO (27)

We define the energy by E(t) = % (v;,00t)p+ 3 (g, P10z ) p, which is a norm because p >0,
u>0,and ¢ >e; >0. We arrive at

d B a”vt prt
0= (G gy ), <0 =

Hence, E(t) <E(0) for t > 0. Assuming that the solution of the initial boundary value
problem (2.2), (2.3), (2.7) exists’, we conclude that is well-posed if ¢ > 0.

TExistence of solutions of the corresponding first order system with super-grid dissipation follows from
Theorem 7.8.1 in [7]. Additional analysis would be required to establish existence of solutions of the wave
equation considered here, but this is beyond the scope of the present article.
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Because E(t) is scaled by p, the strength of the damping in the super-grid layers is
determined by the product epo. This motivates our construction of o(x) in (2.5), which
satisfies ¢(x)o(x) =1 (x)—1 for x—0 and x— xmax. Our construction makes the damping
the strongest in the outer parts of the super-grid layers. We remark that our construction
is different from that used in [1], where the damping function satisfies o(x) — 1 for x —0
and X — Xmax. Because the strength of the damping is determined by the product o¢,
the construction used in [1] gives a damping that is the strongest near the middle of
the super-grid layers, and very weak in the outer parts of the super-grid layers, because
po—er <1 for x =0 and x — Xmax.

2.1 Discretizing the wave equation with super-grid layers

The theoretical properties of the discretization developed in this and the following sec-
tions builds to a large extent on the basic theory developed in [17]. Familiarity with that
paper will expedite the understanding of the theory developed here.

We discretize the one-dimensional spatial domain on the uniform grid ¢; = (j—1)h,
j=1-p,---,1,2,3,--- ,Ny+p, where p is the number of ghost points (to be defined below).
The constant grid spacing, h > 0, is chosen such that {n, = Xmax. Time is discretized by
t, =nA;, where n=0,1,2,--- and A; >0 is the constant time step. The value of the grid
function u at the point (;,t,) is denoted ui. To simplify the notation, we occasionally
drop the superscript or subscript on the grid function.

We discretize the spatial operator in (2.2) by the formula

Jd Jd

where the fourth order centered operator is given by (here ¢ is absorbed into y to simplify
the notation),

1 }
G(p)u; =157 (-1 (uj—uj_p) —16f1;_1 o (uj—1j_1)

+16f1j41/2(Ujs1— 1) — i1 (ujp2—uj)),  j=1,2,---,Ny, (2.9)
and y is averaged according to
1
fi=75 (3j1— 45+ 3p11), (2.10)
ﬁj+1/2=é(#j—1+3ﬂj+3ﬂj+1 +jy2). (2.11)
In [17], we developed a SBP boundary closure for (2.9). However, only the centered for-

mula is needed here because no physical boundaries are present in the one-dimensional
case.
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A fourth order accurate time-integration scheme follows from the Taylor expansion

Wt oyt A2
] Azj / zutt]?-l-l—éutttt’?‘f‘O(A?)- (2.12)
t

We first consider the domain x; <¢ < x», where the super-grid dissipation term is zero
because o =0. In that case, the semi-discrete approximation of (2.2) gives the formula for
the second time derivative of uj,

pjunlj=;iG(ppu)uj+f(gt). (2.13)

An expression for the fourth time derivative of u; follows by differentiating (2.13) twice,

pittesee|j =G (pp)use|j+ fir (G t)- (2.14)

Substituting (2.13) and (2.14) into the Taylor series (2.12) gives the fourth order time step-
ping scheme in the interior of the domain.

When a fourth order (p =2) artificial dissipation term is used in (2.2), it is discretized
according to

u—ytt ut—y1
(cpuget)zzlj~ D+ D- ("ijjD+D]Tt’> =:Qu(0p) (%) : (2.15)

By replacing D D_ by (D, D_)?/?, this formula generalizes to artificial dissipations of
order 2p, for p=0,2,4,---.
A sixth order (p=23) artificial dissipation term is discretized according to

ult — " 1
(pugeet)zelj~=D+D-Dy (ffjl/zpjl/z D_D.D- 4)

ult —y" 1
=:Qs(0p) (’Tt’> , (2.16)

where the average is used for the coefficient, e.g., 0j_1/2 = (0j+0j_1)/2. The above for-
mula can be generalized to any odd p > 1 by replacing the difference operator D, D_D
by (D, D_)?»~1V/2D,,and D_D,D_by D_(D,D_)(P-1/2,

Remark 2.1. The discretizations of the dissipation terms are of low order accuracy. How-
ever, the coefficient € will later be taken proportional to h2P~1, thereby making these terms
artificial in an approximation of the non-dissipative wave equation. With this choice of €,
and considering the scheme as an approximation of the non-dissipative wave equation,
the dissipation term will restrict the overall accuracy to third order for p =2, and to fifth
order for p=3.
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We arrive at the fully discrete approximation of (2.2),

it —2ul !

A2
g =GO (Gt + 33 (416 (@i + fu(Gitn))

u;’—u]’f—l
_S(_l)WPjQZp(UP) (T)’ (2.17)
where

i =(¢;G(pp)ui +f(Cjtn))/ pj. (2.18)

The stencil for G(¢u)u; in (2.9) is five points wide. If a fourth order dissipation is used,
which also is five points wide, we must provide boundary conditions at two ghost points.
Three ghost points are needed if a sixth order dissipation is used, because its stencil is
seven points wide. In general, we need max(2,p) boundary conditions.

A natural discretization of the boundary conditions (2.7) is given by

Bog(u")=(0,---,0)7, Bsg(ii")=(0,---,0)", n=0,12,, (2.19)

where the boundary operator B, (1) picks out max(2,p) ghost point values outside each
super-grid boundary,

T ~
Bg (1) = (u1—p, - o, N, +1,* UN,+5) , P=max(2,p). (2.20)

Remark 2.2. The implementation of the time-stepping scheme (2.17), (2.18), (2.19) can be
simplified by writing it in predictor-corrector form [17]. This formulation also clarifies
the application of the boundary conditions during one time step. Given u" at all interior
grid points, the ghost point values of 1" are first defined by enforcing By (u") =0. We can
then evaluate (2.18) to compute " at all interior grid points, after which its ghost point
values are defined by enforcing B, (ii" ) = 0. This defines the corrector term G(¢u)i" and
allows u"*1 to be updated at all interior grid points.

2.2 Discrete energy estimate

We begin by defining the one-dimensional discrete L, scalar product and norm for real-
valued grid functions v;, w;, by

N,
(v,w)u=hY vw;,  |vl[f=(00)n.
j=1

Essential properties of G(¢u)u; are specified in the following lemma.
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Lemma 2.1. Let u and v be real-valued grid functions satisfying the boundary condition Bsg(u)=
0, Bsg(v)=0, and let y1;>0 and ¢;>e >0 be the grid functions representing the material property
and the stretching function, respectively. The spatial operator G(¢p), defined by (2.9), satisfies

(v,Gu),; =—Ko(v,u) €R, (2.21)
where the function Ko(v,u) is bilinear, symmetric and positive definite, i.e., Ko(v,u) = Ko(u,v)
and Ko (u,u) > y|jul|2,, v>0.

Proof. See Appendix A.1. O
The super-grid dissipation term satisfies a similar lemma.

Lemma 2.2. Let the real-valued grid functions o and p satisfy 0; >0 and p; > 0. Furthermore,
let u and v be real-valued grid functions that satisfy the boundary conditions Bsg(u) = 0 and
Bsg(v) =0. The super-grid dissipation operator Q,(cp), defined by (2.15) or (2.16), satisfies

(v,szu)hl = (—1)pCO(U,M) eR,

where the function Co(v,u) is bilinear, symmetric, and positive semi-definite, i.e., Co(v,u) =
Co(u,v) and Co(u,u) >0.

Proof. See Appendix A.2. O

To derive a discrete energy estimate for (2.17), it is convenient to work with grid
functions that do not have ghost points. We therefore define grid functions i; and 7; such
that

ij=uj, 0;=10j, 1<j<N,.
We also define square matrices K and C, such that,
Ko(u,v)=(1,Kd)11, Co(u,v)=(i,Cop0)p1, if Bsg(u)=0and Bsg(v)=0.

Because the function Ky (u,v) is symmetric and positive definite, (1,K%)j; = (Kii,?);; and
(9,K0);1 >0 for all 5#£0, i.e. K=KT and K >0. From (2.21) we have (u,Gv)j; = — (i1,K9)j;.
By taking u =0 except at one interior grid point where u; =1, we obtain a pointwise
identity. The same procedure applies to the damping term Q,,, and we conclude that

Guv=—Ko and Qpv=(—1)PCpy0, if Bsg(v)=0. (2.22)

We write the forcing in (2.17) in vector form as F(t), with elements Fi(t) = f(X(¢;),t),
j=1,2,---,Ny. Also introduce the diagonal matrices M and ® with elements M;; =p; and
®;;=¢;, respectively. Because the acceleration satisfies the boundary conditions Bgg (ii) =
0, there is a grid function without ghost points with elements i j=ilj, for 1<j< Ny, such
that

fi=—M"'®Ki+M 'F.

We summarize these results in the following Lemma.
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Lemma 2.3. The time-integration scheme (2.17) can be written in matrix form as

1 =n+1 ~n o =n—1Y) _ =1 n A% =1
A%M(u 200" 411 >_ K" +F(t") + T (~@Kil" + Fi ()

_£ g1 _
Atq’C2”(” i ) n=0,1,2,-. (2.23)

The matrices K and Cyp, defined by (2.22), are both symmetric; K is positive definite and Cy), is
positive semi-definite. The matrices M and ® are diagonal with positive elements.

The solution of (2.23) is subject to the initial conditions
a?:go(x({:}))/ a;l:gl(X(C]))l ]:1/211NXI (2'24)

where §; depends on gp and g;.
Our main result for the discretization of the one-dimensional wave equation with
super-grid layers is formulated in the following theorem.

Theorem 2.1. Let ", n=0,1,2,---, be a solution of the time-integration scheme described in
Lemma 2.3. Define the discrete energy by

e"t1/2 ::iz (a”“ —a", & I M(a" ! - a”)) + (ﬁ”“,Ka” — A—%KM@KLI”)
N h1 12 n

_ziAt (ﬁ”“—ﬁ”,QP (ﬁn+1_ﬁn)>h1' (2_25)

The discrete energy e"1/2 is a norm of the solution if the inequalities

2(@, @ MRi®) > A (@,Coy) (2.26)

(w,@—lMsz) >0, (2.27)

are satisfied for all vectors @ # 0. Here, Ry = P;(A?M~'®K) and Ry = P,(A? M~ 1®K), where
Py and P, are the matrix polynomials,

1, 1 1, 1
Pl(A)::I—L—lA+EA2, Pz(A)::ZA—EAz. (2.28)

If ¢>0and F(t) =0, the solution of (2.23) satisfies the energy estimate

€
P12 _ gn=1/2 _ o, <L—ln+1 _ ﬂ”_l,Czp <gn+1 — g”_l) ) W (2.29)

which is non-increasing in n. The time-stepping scheme (2.23) is therefore stable if the time step
satisfies the inequalities (2.26) and (2.27).
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Proof. See Appendix A.3. O

Remark 2.3. In [17] we used the Cayley-Hamilton theorem to analyze the stability of the
non-dissipative version of the time-stepping scheme (2.23). When ¢ =0 the inequalities
(2.26) and (2.27) simplify to eigenvalue conditions, and one can prove that the scheme is
stable under the time step restriction

A< V3
ma; \/K;

Note that M~ !®K has the same spectrum as the symmetric positive definite matrix

M_lq)Ke]‘:K]‘ej, e=0.

M71/2©1/2K¢1/2M71/2.
Hence all eigenvalues «; are real and positive.

Unfortunately, the energy estimate does not tell us how large the eigenvalues are, and
therefore only says that the time-stepping scheme is stable if the time-step is sufficiently
small.

2.3 Estimating the time step

In this section we outline how a von Neumann analysis can be used to estimate the stabil-
ity limit of the time step. For this purpose, we assume constant stretching and dissipation
coefficients, as well as constant material properties,

oc=0p>0, (P:(P()ZEL>O, ‘u:]/lo>0, p:p0>0.

To study the stability we assume that the external forcing is zero, f(x,t) =0. When all
coefficients are constant, the fully discrete scheme (2.17) simplifies to

At it Ai 5o

n+l_n,m n—1_71t70 n t7ro0 2,.m

u; 2uf +u; % <D4u] + 1200 (Da4) u]>
—s@—npmﬂmAdzhllqp(u7—uf4>, (2.30)

where Dyuj=D D _u;— % (D4 D_)?uj is a fourth order accurate approximation of uz.

We start by estimating the stability limit for A; without super-grid dissipation and
set e =0. After a straightforward von Neumann analysis, we find that the necessary
conditions for stability are satisfied if

3
5 e=0. (2.31)
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Here, \/¢%10/po is the local phase velocity. When ¢, i and p vary in space, (2.31) must
be satisfied at every point in the domain. Note that the stretching function ¢ reduces the
phase velocity in the super-grid layers.

In practice, effects from variable coefficients and boundary conditions can be taken
into account by adjusting the coefficient 3/2 on the right hand side of (2.31). Let Ccrp
denote this adjusted value, which can be determined by numerical experiments. We
arrive at the standard CFL-type condition,

% < Cerr , Cmax = Mmax @ e=0. (2.32)

Cmax 0<¢<¥max P(C) ’

Next we study the stability limit inside the super-grid layer, where ¢ <1 and the local
phase velocity is very small. For simplicity we focus on the dissipation term only and
consider the stability of

W20+t = —e(~1) ool (D D) (u;?—u;?*l) . (2.33)
By introducing the un-divided difference operators A+ =hD and the scaled dissipation

coefficient A
3
V=170 (234)

the simplified scheme (2.33) can be written as

u]’-““l —2u +u]7.‘_1 =—(=1)"y2p00¢0 (AL A_)P (u]” —u;‘_l) : (2.35)
This difference scheme is independent of the grid size and the time step. A von Neu-
mann analysis can be used to show that the necessary conditions for stability of (2.35) are
satisfied if

2
0=<72p000 < - (2.36)

In practice, we want to use the largest time step that makes the scheme stable with-
out super-grid dissipation, i.e., satisfies (2.32) with equality. The maximum value of the
damping coefficient 5, is then determined by numerical experiments on a coarse grid.
Because A;/h satisfies (2.32) with equality, the scaling (2.34) gives

’szth T2p,2p—1 Ay Cerr
— — 1P p2p C:=—"_= C =const. 2.37
€ ) , 7 P const (2.37)

An important consequence is that a super-grid dissipation term of order 2p introduces an
O(h*~1) perturbation of the original wave equation. Also note that (2.36) indicates that
the scaled dissipation coefficient needs to be reduced by a factor 4 when p is increased by
one, e.g., when changing from fourth to sixth order super-grid dissipation.
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3 The elastic wave equation

This section generalizes the super-grid technique to the half-plane problem for the elastic
wave equation subject to a free surface boundary condition along the physical boundary.
We describe a fourth order accurate discretization that combines SBP-GP operators at the
free surface boundary, centered operators in the interior, and our simplified boundary
closure at the super-grid boundaries. For clarity of presentation, the description and
analysis are done in two space dimensions. It should be straightforward for the reader
to generalize the results to the three-dimensional equations. See, for example, [13] for a
second order accurate discretization of the three-dimensional equations.

Consider the time-dependent elastic wave equation in the two-dimensional half-plane
x=(x,y) €Q={—0<x<00, 0<y<oo}, governing the displacement with Cartesian com-
ponents u= (u,0)7,

pup = ((2u+A)ur+Avy)x+ (po; +yuy)y+f(x),
vy = (pox +pity) e+ (Miy+ (2u+A)vy )y + ¥, xeQ, t>0. 3.1)

The heterogeneous isotropic material is characterized by the density p(x) > 0, and the
Lamé parameters A(x) and p(x) > 0. In the following we assume A(x) > 0. Furthermore,
(%), fWNT are the components of the external forcing functions. The displacement is
subject to initial conditions

u=g, u =g, xe), t=0, (3.2)

where g and g; are the initial data. The solution is subject to a normal stress condition
on the physical boundary,

(ot uy) =7,
+A)o,+Au, =1V, —oo<x<oo, y=0,t>0, .
2u+A)vy+A () y=0,t>0 (3.3)

where T) and (%) are the boundary forcing functions. When t¥) = t(*) =0 this
boundary condition is often called a free surface, or traction free, condition.

Similar to the one-dimensional case, we want to calculate the solution of (3.1)-(3.3) in
the sub-domain x€ Q) = {x1 <x<x, 0<y<y,}. The initial data, external forcing, and
boundary forcing functions are assumed to have compact support in (). We add super-
grid layers of thickness ¢ outside all sides of (), except y =0. We choose the coordinate
system such that x; —¢ =0, X2 +{=Xmax, Y2 +{=Ymax, and introduce the coordinate trans-
formation (1.1). Because of the physical boundary condition (3.3) along y =0, we use a
stretching function in the #-direction that satisfies ¢(¥) =1 for 0 <5 <y,. Similar to the
one-dimensional case, <p(") =1 for x; <¢ <xp. See Fig. 2 for a layout of this configuration.

After transforming the spatial derivatives in (3.1) and adding an artificial dissipation
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of order 2p, we get the elastic wave equation with super-grid layers,

P“tt=<l>(x)a%(¢ DA ug M’n>+4’ )2 <<P(x)ﬂvé+4’(y)wr7>

) 9F o ofu o’u
—e(~1)Pgpx a§P< ) ag;) e(—1)Pplv 817P< ) ani’t>+f (3.4)
oo =) % ((,b( pog+¢l yuﬂ) +¢! y)i (47(")Aug+<,b y) (2y+)\)v,7>
VP (PO o7 oo
—e(~1)Pgt acv( ”pf,f) e(=1)rpl 8,7,,( o) amf>+f (3.5)

Similar to the one-dimensional case, the coefficients in the damping terms are zero inside
the domain of interest, i.e., c*) (&)=0 for x; <& <x; and a2 (7)=0for 0<% <y,. The
damping in the ¢-direction is therefore only added in the layers 0 <¢ </=xj and x; <¢ <
X2+ {=2Xmax. In the r7-direction, the damping is only added in the layer y> <# <yo +{=Vmax.
In particular, note that there is no damping in the 5-direction near the physical boundary.

The normal stress boundary conditions (3.3) are also mapped to computational coor-
dinates using (1.1). Because ¢'¥) =1 for y=7=0, we get

U (4)(")vg+u,7) =),
2u4A) oy + AP us =1, 0<E<xmax, 7=0, t>0. (3.6)
H n ¢ ¢ n

We proceed by deriving an energy estimate for the solution of (3.4), (3.5), (3.6). Be-
cause ¢p\¥) >¢; >0 and ¢ > ¢ >0, we define a weighted scalar product and norm for
real-valued functions u and v by

Ymax [ Xmax
(oh= [ [ ST E ey, ully= (1)

Consider the case without external and boundary forcing, i.e., f (x) =, f W =0, t(¥) =0
and T¥) =0. The energy estimate is derived by multiplying (3.4) by u/(¢®¢®)), and
(3.5) by v/ (¢¥)¢p¥)). We then add the results together and integrate over the computa-
tional domain. After integration by parts we obtain

d 0 u 0 u oPv oPv
el () 20 S(x) )2 _ () 2% o(x) 27
a2 = 8<¢ aer "7 p8§P>2¢ 8<('b aer "’ pa§p>2¢

oPu oPu oPv oPv
_ W) Z 7t py) g 2t _ W) Z Tt Sy 2 Tt T 7
€ <(/> o P ot >2¢ €<<P r % a7 >2¢+B 2, (37)
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where BT, is the boundary term. In the stretched coordinates, the elastic energy satisfies
ZEz(t) = (ut,put)z(p + (vt,pvt)24, + ((P(x)ug +¢(y)0;7,)\ (¢(x)u§+(l)(y)v;7> ) 2%
(x) v) (x) v) (x) (x)
+ (<p e+ Uy, 1 <(/> ve+¢ u,7>)2¢—|—2 ((]) ug, pp u§>2¢

) (4,@)%#4,@)%) (3.8)

29
Remark 3.1. Similar to the one-dimensional case, the strength of the damping is deter-
mined by ep*)o(¥) in the &-direction and by ep*)o¥) in the yj-direction. The strength is
accumulated near corners where two super-grid layers meet.

The boundary term, BT, in (3.7) can be evaluated in the same way as was done for
the one-dimensional case, in (2.6). Because t(*¥) =1(#¥) =0 in boundary condition (3.6),
all boundary terms from 1 =0 cancel. The remaining boundary terms in BT, become zero
if we enforce the boundary conditions

o1y
uZO/ ugzol.'./ FZOI CZ{OI xmax}/ OSUSymaXI tZO, (3'9)
and
o1y
u=0 =0, F57=0 0=CSXmax 1= Ymax 120, (3.10)

The elastic energy E;(t) is a norm of u for all u that satisfy the homogeneous bound-
ary conditions (3.6), (3.9), and (3.10), because p >0, A >0, u >0, 4)(") >er, and (,b(y) >er,
where g1 > 0.

Remark 3.2. Boundary conditions (3.9) and (3.10) remove the translational and rotational
rigid body invariants from u. These invariants would otherwise correspond to motions
with zero elastic energy and make E;(f) a semi-norm, see e.g. [17] for details.

We summarize the results of this section in the following lemma.

Lemma 3.1. Let u= (u,v) be a solution of the elastic wave equation with super-grid dissipation
(3.4), (3.5), subject to the boundary conditions (3.6), (3.9), (3.10). Let the order of the super-grid
dissipation be 2p, p > 0. Furthermore, assume that the external and boundary forcing functions
are zero, i.e. fX)=fW)=0and T*¥) =t(W) =0. Furthermore, assume that the material parameters
and the stretching functions satisfy A >0, u>0, p >0, (,b(x) >¢p, and <,b<y) > g1, where ep > 0.
Then, the elastic energy Ej(t), defined by (3.8), is a norm of the solution and satisfies (3.7) with
zero boundary term, BT, = 0. If the coefficient of the dissipation satisfies € > 0, the right hand
side of (3.7) is non-positive. Therefore, u satisfies the energy estimate Ep(t) < E5(0), for t > 0.
Assuming that the solution exists, we conclude that the problem is well-posed.
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3.1 Discretizing the elastic wave equation with super-grid layers

We discretize (3.4), (3.5) on the grid {; = (i—1)h, 17; = (j—1)h, where i and j are integers.
The domain sizes and the uniform grid spacing h > 0 are defined such that xn, = Xmax
and YN, = Ymax- Time is discretized on a grid with constant time step, A; >0. We denote
the approximation of the displacement at grid point (x;,y;) and time level t, = nA; by
n_(,,mn n\T
uj = (u; o)
The first two terms on the right hand sides of (3.4) and (3.5) are discretized according
to

L u=gG (§)(2u+2) ) u+9D®) (9WADW0) 44D (p(IuD o)

and

L u =g G <¢<x>y) v+ DH) (¢<y>w<y>u) WD) <¢<x> AD(%)
OTel) (¢<y) u+ A)) v, (3.12)

respectively. Here, the grid indices on the grid functions are suppressed to simplify the
notation. On vector notation, the discretization is denoted

Ly,

no_ | Th Tij
Lhuz,]_<L£lv)u7‘l‘ -
The finite difference operators G*) and D) in the above formulas act along the
first index (¢-direction). The fourth order accurate operator G(x)(y)wi,j approximates
(pwe)z(Eim;)- Besides operating on a two-dimensional grid function, it is the same as the

one-dimensional operator G in (2.9). The difference operator D(")wi,j is a fourth order
accurate centered approximation of we(g;,7;). It can be written

hz

D®Ww; j:= Docw; j— & DoxDxD ;= ~ Wit +8Wit1,j—8wi 1 +Wi ),

1
10 {
1
DOxZE(Dﬂc"‘Dfx)- (3-13)

Note that the difference operators G*) and D*) are not boundary modified and do not
satisfy standard SBP properties. As in the one-dimensional case, two ghost points are
needed outside the super-grid boundaries ¢ =0 and ¢ = xmax.

The fourth order accurate finite difference operators G) (¢¥)u)u and DWu approxi-
mate (¢(y)yu,7),7 and u,, respectively. These are one-dimensional operators acting along
the second index (7-direction), but with SBP-GP boundary modifications at the 7 =0
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boundary, as described in [17]. For this reason, one ghost point is needed outside the
physical boundary =0, and two ghost points are needed outside the super-grid bound-
ary 7 =Ymax, Where there is no boundary modification.

The artificial dissipation operators in (3.4) and (3.5) are discretized in the same way

as in the one-dimensional case. The dissipation of order 2p is denoted by Qé;) in the

¢-direction and Q%) in the y-direction. On vector form, the two-dimensional dissipation
becomes

) 0W) (5(x) WVoW (4
szu=<4’ Qap (@ Vp)u+9 Q) (”yp)”>, (3.14)

(P(X)Qg;) (U(x)p)y+4)(y) ng/?) (g'(y)p)’()

The dissipation requires p ghost points outside each super-grid boundary. Note that the
dissipation in the y-direction does not need any ghostpoints outside # =0, because the
dissipation coefficient is zero near this boundary, i.e. %) =0,

The normal stress boundary conditions (3.6) are discretized by the fourth order accu-
rate formulas

Hit (B(y)uirl—l—(])l(x)D(x)Uirl) :T(xy)/ (3.15)

i

(2;4 +/\)i,1 B(y)vi,l +/\i,1¢§X)D(x)ui,l = T,(yy)/ (316)

1

for 1 <i < N,. The boundary operator B(y)vm is derived in [17]. It is a fourth order
accurate approximation of v, (x;,y1) of the form Yo cjv;1, where cg #0. Therefore, (3.15)
and (3.16) can be solved for the ghost point values u; and v; .

We define the following boundary operators for two-dimensional grid functions,

T o 3

Bsg1(w):=(wi_pj, -+, o j,un,41,j,  UNy+pj) »  1—P<j<Ny+p, (3.17)
T

Bspo(u) := (ui,Ny+1/"'/ui,Ny+ﬁ> , 1-p<i<Ny+p. (3.18)

As in the one-dimensional case, p =max(2,p). The boundary conditions (3.9) and (3.10)
are discretized by

Bsg1(u)=(0,---,0)7, Bsgo(u) =(0,---,0)". (3.19)

Using the above notation and the same time discretization as in Section 2.1, we can
write the finite difference approximation of the elastic wave equation with super-grid
layers on vector form,

un+l_2un+un71 A2 u?‘—u?-_l
=Lu" 4+ £+ =L (L,a"+ 1) —e(—1)P MY ) (3.20
A2 pu + +12( pi" 1) —e(—1)7 Qo A, (3.20)
T

where u" = (u",0")" is subject to the normal stress boundary conditions (3.15), (3.16) as
well as the Dirichlet conditions Bgg(u”) =0 and Bsgo(u) =0. In (3.20), the acceleration is
defined by

i) = (Lo +£)) /oy, 1<i<N, 1<j<N,, (3.21)
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which is subject to the Dirichlet conditions Bgg1 (") =0 and Bsgo (") = 0. It is also sub-
ject to the normal stress conditions (3.15), (3.16), where the boundary forcing functions
(7)) are replaced by their second time derivatives.

3.2 Energy estimate

In our previous work for second and fourth order accurate methods, e.g., [13,17], the
discrete energy estimate is derived based on the fundamental property

(w,Lyu) = —Sp(w,u) + T (w,u). (3.22)

Here, (u,v)y, is a weighted scalar product and the bilinear form S,(w,u) is symmetric
and positive semi-definite. The term Tj, (w,u) is also bilinear and consists of contributions
from the boundary. In particular, T, (w,u) =0 when w satisfies homogeneous Dirichlet
conditions, or u satisfies free surface conditions, see [13,17] for details.

Our previous estimates hold when the difference operators in L,u are SBP modified at
all boundaries of the domain, and when the scalar product is correspondingly weighted
near all boundaries. We proceed by proving that the fundamental relation (3.22) also
holds without SBP modifications near the super-grid boundaries. Define the weighted
scalar product for real-valued scalar grid functions u;; and v; ; by

Ny Ny

(1,0 o =h*Y Y wjtt; v j.

j=1i=1

The corresponding scalar product for real valued vector grid functions u; ; and v; ;, is

(x) (x)
— (4(x) 5(x) W) o) (4 _(©
(W, V)= (u 0 )hw—i— (u ,0 >hw' u= (u(y)> , v= (v(y)> .

Because the difference operators are SBP modified only at the boundary 17 =0, the weight
in the scalar product, wj, only depends on j. Furthermore, it is only different from unity
for1<;j<4.

To handle the relation between cross-terms and second derivatives, we need to show
that D)y is anti-symmetric.

Lemma 3.2. Let u;; and v;; be real-valued grid functions satisfying the boundary conditions
Bsg1 (1) = 0 and Bgg1(v) =0. Let D) denote the finite difference operator defined by (3.13).

Then,
(v,D(x)u> =— <D(x)v,u>

hw hw

Proof. See Appendix A.4. O
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To prove an energy estimate for the two-dimensional spatial discretization (3.20) to-
gether with boundary conditions (3.15), (3.16), and (3.19), we proceed as follows. We
first apply Lemmas 2.1, 2.2, and 3.2, on each operator in the x-direction. For the opera-
tors in the y-direction, Lemmas 2.1, 2.2, and 3.2 are modified by the summation by parts
boundary terms at 7 =0, and become

Ny
(U,G(y)(y)u) :—K(()y)(v,u)—thillvillB(y)uill, (3.23)
hw i
(U,D(y)u> :—<D(y)v,u) —h%uilvil, (3.24)
hw hw i T
(U,Qéy)u%w:Céy)(v,u). (3.25)

Here, the function K((,y) (v,u) contains a sum of one-dimensional functions Ko(v,u), which

is defined in Lemma 2.1. Similarly, the function C(()y )(v,u) contains a sum of one-

dimensional functions Co(v,u), which is defined in Lemma 2.2. The super-grid dissi-

pation operator Qéy) gives no contributions to the boundary terms at 7 =0, because o)
is zero there.

Corresponding to lemmas 2.1 and 2.2 in the one-dimensional case, the essential prop-
erties of the two-dimensional spatial discretization are specified in the following theorem.

Theorem 3.1. Let w;; and w;; be grid functions that satisfy the boundary conditions (3.15),
(3.16), and (3.19). The fourth order spatial operators (3.11), (3.12) then satisfy

1
<W’WLhu> hw— —Sh (W,u), (326)
where Sy, is bilinear, symmetric, and positive definite. Furthermore, the dissipation operator (3.14)
satisfies

1

(e ve), =Cite

where Cy, is bilinear, symmetric, and positive semi-definite.
Proof. See Appendix A.5. O

The discretization of the elastic wave equation with super-grid layers, (3.20), can be
written in matrix form as (2.23), with symmetric positive (semi-)definite matrices K and
Czp. Similar to the one-dimensional case, these matrices are defined through S, (w,u) =
w!Ku and Cp(w,u) = WTCZ,,u. Furthermore, in the two-dimensional case, the matrix ®

is still diagonal, with elements ¢*)$). For example,

X 1 X
Lyu=¢Xg® (WLW> W) Ky = —oKu.
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The remaining terms in (3.20) can be rewritten similarly, allowing the finite difference
scheme for the elastic wave equation to be cast in the same matrix formulation as the
scalar wave equation, i.e., (2.23). Theorem 2.1 therefore applies also to (3.20), and we
obtain our main result.

Theorem 3.2. The finite difference scheme (3.20) with zero forcing £" =0 and homogeneous
boundary conditions (3.15), (3.16), and (3.19), has a non-increasing discrete energy

ei’H’l/ZSei’lfl/ZS“‘ Sel/Z.

The discrete energy, corresponding to (2.25), is a norm of the solution when the time step satisfies
the inequalities corresponding to (2.26) and (2.27). Therefore, the scheme (3.20) is stable.

3.3 Time step restriction in several space dimensions

Similar to the one-dimensional wave equation, a von Neumann analysis can be used to
estimate the stability limit of the time step for the two-dimensional elastic wave equation.
Here we will only study the influence of the super-grid dissipation in the fully discretized
elastic wave equation and therefore take L=0 in (3.20). After assuming zero forcing, con-
stant stretching and dissipation coefficients as well as material properties, the dissipative
terms in (3.20) become

un+1 —2u" +un—1
2
At

u'— un—l
——e(=1)? [ (DL DF )7 +9fof? (DL D1 7] (5 ).
To perform the von Neumann analysis, we assume that the solution is 27t-periodic in ¢
and 7, and expand the solution in a Fourier series. After some algebra, the necessary
condition for stability becomes

o<y (o008 i) < 2,
where 77, is the scaled dissipation coefficient defined by (2.34). On sides away from
corners, either c®) =0 or ¢ =0. However, both o) and @) are positive in the corner
regions, where two super-grid layers meet.

To avoid having to significantly reduce 7, compared to the one-dimensional case, it
is necessary to reduce ¢®) and %) near the corners. A simple solution is provided by
introducing a linear taper function. For example, in the corner region 0<¢ <xq, 0<#n <y,
we define

w, x <0,
T(x)=< a+(1—a)x/l, 0<x</{,
1, x>/,

We take « =1/3 and define the two-dimensional damping functions by

c@&m=tne@), V&G =1@aly),
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where o (x) is the one-dimensional damping function (2.5). Using this construction, the
strength of the damping is determined by

(&) =9 Wl =1()yp(5) +T(@)p(y),

where ¢(x) is the auxiliary function (2.4). This construction satisfies maxl, =1. Away
from the corner, the strength of the damping is the same as in the one-dimensional case
because (x)=0and t(x)=1 for x>{. Therefore, I,({,n7)=v (1) for {>{and I(&,n)=y()
for > ¢. Atthe corner, T(0)=1/3 and ¢(0)=1, giving 1,(0,0)=2/3. The function L»(¢,7)
has a local maxima along the diagonal § =7 ~0.31¢, where I, ~0.983. The tapering ap-
proach is straight forward to generalize to the other corners of the computational domain.

In three dimensions, the strength of the damping equals I3 := ¢¥c¥) 4 W) g¥) 4-
¢Do(2). We generalize the tapering approach by defining o) (¢,17,0) = 7(n)t(0)o (&),
etc. This construction also satisfies maxI3 =1. Note that the two-dimensional strength
is recovered along edges of the three-dimensional domain (where two super-grid lay-
ers meet), because I3(¢,7,0) = I(¢,n) for { > ¢, etc. In corners where three supergrid
layers meet, the strength of the damping has a local maxima along the space-diagonal
¢=1n=_~0.37¢ where I3~0.823.

The tapering approach is of significant practical importance in three-dimensional cal-
culations, where up to three super-grid layers can meet at corners. This is because the ta-
pering keeps the maximum strength of the super-grid damping approximately the same
along sides, edges, and corners of the computational domain. Let 2, be the damping co-
efficient that makes the time stepping stable in the case with super-grid damping in only
one direction. With the tapering approach, this value will also work when three super-
grid layers meet at a corner. Without the tapering approach, the time stepping would
become unstable unless the damping coefficient is reduced to approximately 72,/3. Be-
cause the maximum strength of the damping is reduced by a factor of three along the
sides of the domain (where only one super-grid damping term is active), the layers would
need to be approximately three times thicker to damp out the solution to the same level.
Since the super-grid layers are added outside the domain of interest, tripling their thick-
ness would significantly increase the total number of grid points in a three-dimensional
case, and make the calculation much more expensive.

4 Numerical experiments

All simulations reported here were performed with the open source code SW4, version
1.0 [15], which solves the three-dimensional elastic wave equation on parallel computers.
This code implements the three-dimensional version of the numerical methods described
in the previous sections, which satisfy corresponding stability and accuracy results. In all
numerical experiments, the order of the super-grid dissipation operator will be either 4
or 6, and the threshold value for the super-grid stretching functions is set to ey =107,
All calculations use a box-shaped computational domain (x,1,z) € [0,Xmax] X [0,Ymax] X
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[0,Zmax]- A free surface boundary condition is imposed along z=0 and super-grid layers
are included on all other sides of the domain.

4.1 Lamb’s problem

Lamb [8] derived an analytic solution of the elastic wave equation in a homogeneous half-
space, subject to an impulsive vertical point forcing applied on the free surface boundary.
Many generalizations have been made to Lamb’s original derivation, see for example [11]
or [5]. Here we focus on the case with A =y (Poisson ratio 1/4) where the evaluation of
the analytic solution is somewhat simplified.

We shall solve Lamb’s problem numerically and take the domain of interest to be
(<x<8+4Y, L <y<8+/(, 0<z<44/. The forcing is given by the singular point force

0
f(x,t)= 0 ,
8(t)d(x—xo)

where §(x—X) is the Dirac distribution centered at xg = (4+¢,4+/,0). The point force is
discretized in space by using the technique described in [14]. The time function satisfies
1638417 (1—t)7, 0<t<1,

<t>:{0 (1=1) @)

otherwise.

The source time function g(t) is six times continuously differentiable, symmetric around
t=0.5, where g(0.5) =1. The smoothness in time of the point forcing translates to smooth-
ness in space of the solution after the point force has stopped acting, i.e., for times t > 1.
Super-grid layers of width ¢ are added to all sides of the domain of interest, except along
z =0, where homogeneous free surface conditions corresponding to (3.15) and (3.16) are
imposed. We choose the units such that the homogeneous elastic material has the prop-
erties y = A =p =1. The computational domain is taken to be 0 < x <842/ =: xpmax,
O§y§8+2€:5ymam 0<z<44+ 0 =2max.

Fig. 3 shows the numerical solution at three different times when the super-grid layer
has thickness /=2, the grid size is h1=0.02, and the fourth order damping coefficient is y4=
0.02. Here the magnitude of the displacement, v u?+v?+w?, is plotted. The top left and
right subfigures show a strong Rayleigh surface wave, a shear wave, and the remnants
of a weak compressional wave. In this material, the shear wave moves outwards with
phase velocity ¢; =1 and the compressional wave has phase velocity ¢, = V3. For a
material with 4 =A =1 it can be shown that the Rayleigh surface wave propagates with
phase velocity c,~0.92. Because the wave speed in each direction of the super-grid layers
is proportional to the value of the corresponding stretching function, the solution slows
down and becomes compressed inside the super-grid layers. Also note that the wave
fronts tend towards a square shape as time progresses. We remark that no artificially
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Figure 3: Magnitude of the displacement for Lamb’s problem at times 5, 7, and 9 (top to bottom) in the z=0
plane (left) and the x=6 plane (right). The super-grid layers are outlined by a dashed line and have thickness
£=2. The contour levels are the same in all plots and are spaced between 0.01 (dark blue) and 0.26 (red) with
step size 0.01.

reflected waves are visible within the domain of interest, here outlined with a dashed
line.

Mooney [11] gives explicit expressions for the analytical solution of Lamb’s problem
on the surface z=0 in terms of a Green’s function, G(t). The z-component of the solution
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at a point on the surface satisfies

w(x,y,0,t) = /g (t—1) )dr, 4.2)
where r=/x2+y?2, and
0, g<1/V/3,
c1+tC /Y —Etcs/ = +cu//E-1/4, 1/V3<E<],
cs+ce//r*—¢%, 1<¢<y,
cy, ¥ <¢.

The values of the constants K, ¢;, b, and 7y are given in [11], with b~0.563 and y ~1.0877.
Hence all integrands are non-singular, except in the third case of (4.3), which has an
integrable singularity at { =+. When g is given by (4.1), we obtain the exact solution as a
sum of terms that either are integrals of polynomials, or have the form

(4.4)

|7z

where P(¢) is a polynomial in ¢. Analytical expressions for integrals of the form (4.4)
can be found, but their numerical evaluation is very sensitive to round-off errors, due
to the high polynomial order of P. These analytical formulas are therefore inadequate
for numerically calculating the exact solution. Instead, we numerically evaluate the con-
volution integral (4.2) using the Quadpack library from the Netlib repository [12]. This
approach turns out to be much better conditioned, and permits us to evaluate the formula
(4.2) to within approximately 12 decimal places.

Because the analytical solution is only available along the surface (z = 0), we study
the accuracy of the numerical solution along the surface of the domain of interest, i.e., for
z=0, inside the super-grid layers: £ <x <xmax —¢, { <Y <Ymax — .

As can be seen in Fig. 3, the solution is dominated by shear and surface waves. The
distance between the point force and the closest super-grid layer equals 4, so the shear
waves start arriving at the super-grid layer at time ¢t =4. They leave the surface of the
domain of interest at time t = 1+4v/2 ~ 6.65. The slowest wave in the solution is the
surface wave, propagating at phase velocity ¢, ~0.92. The surface waves therefore leave
the domain of interest around t~1+41/2/0.92~7.15. After that time, the exact solution
is zero along the surface of the domain of interest.

Fig. 4 shows the L, norm of the error in the w-component of the solution, as function
of time. The norm is evaluated over the surface of the domain of interest. Note that
the point force makes the exact solution unbounded at x =xp for 0 <t < 1, making the
norm of the error undefined. A few grid points near xg are therefore excluded from the
norm calculation. The errors corresponding to grid sizes 1 =0.04 (blue), h =0.02 (red),
and h =0.01 (black) are shown in Fig. 4. Three different regimes of the error can be
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Figure 4: L, error in the vertical component of Lamb’s problem with sixth order artificial dissipation for grid
sizes h=0.04 (blue), 1=0.02 (red), and h=0.01 (black). The width of the super-grid layer is {=2. The dashed
\t/gt7ic5al lines indicate times t=1 and t=7.15. The dashed horizontal lines indicate the max errors in time for

distinguished. First, for 0 <t <1, the point force is active and the numerical solution has
a large error near x9, where the exact solution is unbounded. No reduction of the norm
of the error is obtained as the grid is refined. Then follows a time interval where the error
first increases and then decreases, i.e., 1<t <7.15. Here the forcing is zero and the solution
error is dominated by propagation errors. Note that the Ly-norm of the error is reduced
by approximately a factor of 16 each time the grid size is halved, indicating a fourth order
convergence rate. The reason the error decays between t ~5 and t ~7.15 is because the
shear and surface waves are leaving the domain of interest. Artificial reflections from the
super-grid layers become noticeable around t ~7.5 and we take the third interval to be
t>7.5. The simulations are run to time 30.

To investigate the amount of artificial reflections from the super-grid layers, we study
the maximum value of the L, errors for times 7.5<t<30, see Table 1. Here the width of the
layer, ¢ = Nggh, is varied as well as the order of the artificial dissipation. The coefficients
for the fourth and six order dissipations are 74 =0.02 and 7, = 0.005, except for the first
entry (Nsg =13, h=0.04), where those values lead to numerical instabilities. In this case,
stability was regained by reducing the coefficients to y4=0.01 and ,=0.002, respectively.

The amount of artificial reflections depends strongly on the width of the super-grid
layer, . On the coarsest grid (h=0.04), the fourth order dissipation gives slightly smaller
errors than the sixth order dissipation for all widths. However, the sixth order dissipa-
tion shows superior performance as the grid is refined. Reflected waves propagate from
the layer back into the domain of interest. Because the fourth order dissipation adds a
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Table 1: The maximum value of the Ly-norm of the error for times 7.5 <t <30.

4th order diss. 6th order diss.

Width ‘ Nsg ‘ h | maxerror | ratio || maxerror | ratio
0.52 13 | 0.04| 1.31le-1 - 1.50e-1 -
0.5 25 | 0.02 3.33-2 3.93 2.08e-2 7.21
0.5 50 | 0.01 | 851e-3 391 2.04e-3 | 10.20

25 | 0.04 1.91e-2 - 2.33e-2 -
50 | 0.02 | 2.73e-3 6.98 8.89e-4 | 26.14
100 | 0.01 4.88e-4 5.60 4.56e-5 19.48
50 | 0.04 1.13e-3 - 1.97e-3 -
100 | 0.02 1.33e-4 8.49 1.16e-5 170.3
200 | 0.01 1.85e-5 7.17 5.09e-7 | 22.81

NININ| =] =] =

third order perturbation to the elastic wave equation, we can only expect the artificial re-
flections to decay as O(h®) when the fourth order dissipation is used. Based on the same
argument, the sixth order dissipation should result in a fifth order perturbation of the
elastic wave equation. Because the interior scheme is fourth order accurate, the overall
convergence rate should be O(h*). Except for the thinnest super-grid layer, the results
in Table 1 indicate almost third order convergence for the fourth order dissipation and
better than fourth order convergence for the sixth order dissipation.

It is also instructive to compare the sizes of the propagation errors with the reflection
errors. In our setup, the propagation error can be quantified as the max value of the
L, norm of the error during the time interval 1 <t <7.5. Evaluating the errors in the
numerical solution (here denoted by wy,) gives

2.95.-1072, h=0.04,
max_|lw(-,-,0,t) —wy(-,-,0,t) |2~ ¢ 2.47-1073, h=0.02,
1<t<7.5

1.54-10~%, h=0.01.

As a minimum requirement, we want the reflection errors from the super-grid layers to
be smaller than the propagation errors. While this criteria is satisfied for /=1 and ¢ =2,
it is not satisfied for the thinnest super-grid layer (/=0.5). Note that the dominant wave
length of the solution is approximately one. Our conjecture is that the super-grid layers
need to be at least as wide as this wave length.

It is also interesting to study what happens if a fixed number of grid points are used
in the super-grid layer. This means that the width of the layer ¢ becomes smaller as the
grid is refined. In Table 1, 50 grid points are used in the layer on line 7 (h =0.04), line 5
(h=0.02) and line 3 (h=0.01). When the fourth order dissipation is used, the error grows
monotonically as the grid size is decreased. The results for the sixth order dissipation
are only marginally better. Here the error is about the same for h=0.04 and /=0.01, but
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Figure 5: Compressional velocity (cp) as function of depth (z) in the vertically layered material.
smaller for h=0.02. We conclude that keeping a fixed number of grid points in the layer
leads to a modeling error that does not diminish as the grid size tends to zero.

4.2 A heterogeneous half-space problem with smooth material

To further test the reflection properties of the super-grid approach, we consider a regular-
ized layered material model, where ¢, s, and p depend on z. We let the compressional

wave speed vary between cg) =4000 and cﬁf) = 6000,

. 2 s D2 s
c,,(z):cﬁ,)Jru(lthanh 1>+ PP <1+tanh 2>

2 LZ 2 y4
@ _ .M
Cp —Cp Z—12Z3
— (1 nh .
+ 5 < +ta L )

The transition points are z; = 1000, z; =3000, zz =5000, and the transition length scale is
L, =200. The resulting function is plotted in Fig. 5. The shear speed and density vary in
a corresponding way with cs(,l) =2000, cgz) =3464, p(l) =2600, and p(z) =2700.

The solution is driven by a point moment tensor source,

0 my O
f(x,t)=g(t) | myy 0 0]V(x—xs), (4.5)
0 0 0
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located at x5 = (x5, ys, zs) = (20, 20, 2)-10%, with amplitude My = 108, The source time
function is the Gaussian,
Q) = P27 G _01n =072 (4.6)
2n0 ’ ’
We estimate the dominant frequency in the Gaussian by fy =1/(27t0) ~ 1.33 and the
highest significant frequency by fmax~2.5fy~3.32, which corresponds to a shortest shear
wave length of minc;/ fmax ~2000/3.32~603.2.

We choose the computational domain to be (x,y,z) € [0,4-10%] x [0,4-10%] x [0,1.5-10%].
Super-grid layers of width 5-10° are used on all sides, except at z=0, where we impose
a free surface boundary condition. As a result, the domain of interest becomes 5.10% <
(x,y) <3.5-10%, and 0 <z <10*. The simulations are run to time = 20.

In Fig. 6 we show snapshots of the magnitude of the numerical solution with grid
size h =50 and sixth order dissipation with 76 =>5-10"°. The solution is shown along the
free surface (z=0) and in the vertical plane y =2-10*. Due to the vertical variation of
the material velocity, the solution has much more structure than the solution of Lamb’s
problem. The source is centered in the fast layer between z; = 1000 and z, = 3000 and
generates head waves that are transmitted into the slower layers above and below. As the
waves propagate further downwards, they speed up again as they enter the fast material
for z>5000. Several sets of surface and interface waves can be identified in the solution.
We remark that no reflected waves are visible in the domain of interest after time t~15.5.

No analytical solution is available for this problem. Instead we assess the convergence
rate by comparing solutions on grids of three different grid sizes: h =100, h =50, and
h =25. According to the above estimate of the shortest shear wave length, these grid
sizes correspond to approximately 6, 12, and 24 grid points per wave length.

We assume that the numerical solution, uy, is a p!" order accurate approximation of
the solution of the continuous problem, u, and that the relation

up~u+h'r, 4.7)

holds, where r is a function that can be bounded independently of the grid size, h. It
follows from (4.7) that uy, ~ u+2FPhPr and uy, =~ u+4PhPr. Therefore,

g —up| 4P —1

|uop —up|| 2P -1 i

and we can estimate the convergence rate by p~log, (||ttan —up||/ ||tz —un| —1).

Because it is impractical to store the numerical solution at all points in space and time,
we will limit our investigation to study the convergence of the time-dependent solution
at fixed locations along the intersection between the free surface, z=0, and the boundary
of the domain of interest, x =3.5-10*. For each grid size, we record the solution at seven
equally spaced locations between y; =5-10° and the symmetry line y; =2-10%,

=510+ (k—1)25-10°,  k=1,2,---,7.



944 N. A. Petersson and B. Sjogreen / Commun. Comput. Phys., 16 (2014), pp. 913-955

5000~

10000~

150000 0.5 1 15 2 25 3 3.5 4

5000~

10000~

150000 0.5 1 15 2 25 3 3.5 4

Figure 6: Magnitude of the displacement in the layered material at times 5.035, 10.07, and 15.105 (top to
bottom) in the z=0 plane (left) and the y=2-10* plane (right). The dashed lines indicate the boundaries of the

super-grid layers, which have thickness £=5-10%. The contour levels are the same in all plots and are spaced
between 0.05 (dark blue) and 1.85 (red) with step size 0.05.

For example, Fig. 7 shows the Cartesian components of the solution as function of time,
at the location (x4,y4,24) = (3.5,1.25,0)-10%.

On the right side of Fig. 7 we show the difference between the solutions computed
with grid sizes h =50 and h =25. Note that the difference is significantly smaller than the
solution itself, indicating that it is well-resolved on the grid.
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Figure 7: Solution at (x4,y4,z4) = (3.5, 1.25, 0)-10* as function of time, computed with grid size =50 (left).
Difference between the numerical solutions computed with grid size h=>50 and h=25 (right).

Table 2: The Ly-norm of the difference between the numerical solutions at the locations (xi,yk,zx), where
x¢=3.5-10% and z;=0. Here, p=log, (ratio—1).

[ Location [y [ fuwn—wll2 [ [uz—wfl2 | ratio | p |
1 0.5-10* | 4.567-1073 | 2.640-10~* | 17.302 | 4.03
0.75-10* | 3.767-103 | 2.188-10~* | 17.213 | 4.02
1-10* | 3.903-1073 | 2.269-107% | 17.197 | 4.01
1.25-10* | 4.284-1073 | 2.538-10~* | 16.882 | 3.99
1.5-10* | 3.267-1073 | 2.096-10~% | 15.580 | 3.87
1.75-10* | 2.643-1073 | 2.212-10~* | 11.950 | 3.45
2-10* | 2.679-1073 | 2.456-10~* | 10.906 | 3.31

N| NG| WD

In Table 2 we report the L, norm of the differences between the numerical solutions
at the seven locations. It is interesting to notice that the numerical solutions seem to
converge better near the corner of the domain of interest. For locations y1-y4 we observe
close to perfect fourth order rate of convergence. The rate for ys-y7 is slightly lower and
goes down to about 3.3 on the symmetry line y; =2-10%.

Estimating the convergence rate without access to an analytical solution requires the
solution to be sufficiently well resolved on all grids. From the snapshots in Fig. 6 we
observe that the surface waves are stronger along the symmetry lines than along the di-
agonal. Since they have slightly shorter wave lengths than the shear waves, it is possible
that the surface waves are only marginally resolved on the coarsest grid. This may ex-
plain the slightly slower convergence rates near y=2-10%. Nevertheless, we conclude that
the super-grid approach is robust and leads to very small artificial reflections, also when
the material model is heterogeneous.
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5 Conclusions

We have developed a new a finite difference method to approximate the elastic wave
equation with super-grid layers. The method combines fourth order accurate summa-
tion by parts (SBP) operators [17] with centered fourth order accurate finite difference
formulas in the interior of the domain. To make the implementation of the method more
efficient and greatly simplified in multi-dimensional domains, our main idea is to only
use SBP operators near the physical free surface boundary. The centered finite differ-
ence formulas are used all the way up to the artificial super-grid boundaries, where the
computational domain is truncated. This approach is made possible by enforcing ho-
mogeneous Dirichlet boundary conditions at several grid points outside the super-grid
boundaries. Even though the overall discretization does not satisfy the principle of SBP,
we have proven by energy estimates that the fully discrete approximation is stable.

One very desirable property of the super-grid method is that, with a wide enough
layer, the modeling error from truncating the domain can be made as small as, or smaller
than, the wave propagation errors from the interior scheme. This allows the total error
in the solution to converge with full order of accuracy as the grid size tends to zero.
As shown in the numerical experiments, fourth order accuracy can be achieved with
a sixth order artificial damping term, if the super-grid layer has a constant thickness,
i.e., independent of the grid size. This thickness can be considerably thinner than the
trivial layer, which would be as wide as the distance traveled by the fastest wave over
the duration of the entire simulation. However, while the modeling error is reduced by
making the super-grid layer thicker, it also increases the computational cost and storage
requirements of the simulation. There is therefore a trade-off between computational cost
and accuracy of the solution, which is tunable by only changing one parameter, i.e., the
width of the super-grid layers.

The super-grid approach can be generalized to curvilinear coordinates. This allows
the free surface condition to be imposed on a non-planar surface, which for example is
very desirable for modeling seismic wave propagation in the presence of realistic topog-
raphy. The curvilinear super-grid approach has been implemented as part of the open
source code SW4 [15].

The basic finite difference method itself could be generalized from fourth to higher
order accuracy. All the summation by parts operators, and the modified equation based
time stepping method, are available to at least sixth order of accuracy. The order of the
dissipation operator in the super-grid layer would also need to be increased to match a
higher order accurate interior scheme. This can be done in a straight forward way by
noting that the 2p order dissipation operator gives a 2p—1 order truncation error in the
super-grid layers. Since these errors can propagate into the domain of interest, it is neces-
sary to choose p such that 2p—1 is larger than or equal to the expected convergence rate
of the interior difference scheme. For example, to obtain overall sixth order of accuracy,
it would be necessary to use an eight order artificial dissipation operator.

Additional extensions of the current work could include a more detailed analysis of
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the modeling error from truncating the domain. In particular it would be desirable to
establish a mathematical proof of our numerical observation that the solution converges
with optimal rate, if the super-grid layer is sufficiently wide.

A Proofs of lemmas and theorems

A.1 Properties of G(u)u

We simplify the notation by first analyzing the function K; (v,u):=(v,G(u)u)j1. The finite
difference operator G(u)u;, defined by (2.9), can be written as a sum of three difference
operators

i )
G()u; =DV (4,0 ;) + =D+ D-D. (7DD D-u;)
Ko

a1 (DyD-) (P‘j(DJer)z”j)/ (A1)

where fi; = (yj+p;-1)/2. Here, D, and D_ denote the standard forward and backward

divided difference operators. The term D("l)wj is a centered fourth order accurate ap-
proximation of wg(¢;). It can be written

h? 1
DVaw;:=Dgwj—-=DoD+D-wj,  Do=5(Dy+D-). (A2)

In the following we set N = N,.

We want to analyze G(u)u; for j=1,2,---,N. We first comment on the width of the
stencil. The terms D(ﬂ)ij("l)uj and (D+D)?u;j(D+ D—)?u; are both nine points wide.
But the sum of the two is only seven point wide, since the outermost points in the stencils
have weights of equal magnitude but opposite signs. Similarly, the sum of these two nine-
point stencils and the seven point stencil, D1 DD (fi;D_D D _u;), has zero weights on
the outermost terms, making the resulting stencil five points wide.

Since G(u)u; is a five point formula, its values at the interior points 1 <j< N are only
influenced by u, for —1 <4< N+2. We next treat the operators term by term. For sim-
plicity, we introduce some additional artificial ghost points. Note that this is not strictly
necessary, because G(y)u; is a five point formula, but it simplifies the presentation. The
boundary condition Bsg(u) =0 sets u_1 =g =0 and uyn41 = uy42 =0. However, we
can impose boundary conditions at additional ghost points without changing G(u)u; for
j=1,2,---,N. In particular, we choose to replace Bsg(1) =0 and Bsz(v) =0 by imposing
homogeneous Dirichlet conditions at four ghost points

U 3=u_or=u_1=ug=0, V. 3=0_,=v_1=0p=0, (A.3)

UNy1=UN42 =UN43=UN+4=0), UN4+1=UN42=0UN+3=UN4+4=0. (A.4)
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It is convenient to analyze G(y)u; by studying each term on the right hand side of
(A.1) independently. We focus on the properties of G(y)u; near the left boundary, and
we extend the grid functions to the semi-infinite domain j > —3 subject to the boundary
conditions (A.3). We modify the scalar product to be

(1,0),0=h) _ujv;. (A.5)
j=1

In this scalar product, the basic forward, backward and centered divided difference op-
erators satisfy the SBP parts identities

(v,Dyw),0=—(D-v,w),,—w10o,
(v,D_w),g=—(D4v,w);,,—wov1,
1
(0, Dow) 9= —(Dov,w) 0 — 5 (wov1 +w100). (A.6)
2

Repeated use of these identities and boundary condition (A.3) lead to the relations

(U,D("l)(yD<x1>u)>h0 - (D<x1>v,yD<x1>u>ho 1, (A7)
(v,D4D_D, (iD_DyD_u))yy=—(D-D+D_0,aD_D1D_u),,—J2, (A.8)
(0.(D4D-P (u(D4D-u)) =((D+D-)*o,u(D:D-)u) +o.  (A9)

The boundary terms satisfy

J1 up—8uy)(va—8v1) +u_1u101),

= Tazj (ol

1
o= h—5(Pl71/zu101),

1
Js= 37 (101 +po(ua —4ur) (02— 4o1) ).

By collecting terms,

4

(0,G(wu)o=—(D"o,uDu) —(D_DyD_o0,iD-D1 D)y,
h 2 2
—m((mD,) v,u(D D) u)ho—], (A.10)

where the boundary term satisfies | = J; +h*],/18+h%]3/144. All terms in (A.10) are
symmetric in # and v. Since y >0, all terms are negative or zero if u=v. The contributions
from the right boundary can be analyzed in the same way. Collecting all contributions to
(v,G(p)u) shows that the function Kj is symmetric, i.e.,

Ki(v,u):=—(v,G(p)u),,, Ki(v,u)=Ki(u,0).
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¢(From the above construction, it is clear that Kj (u,1) > 0. It remains to show that Ky (u,u)
is positive definite, i.e., Ky (u,u) =0 if and only if u =0. Obviously, K;(u,u) =0 if u =0.
Because K (u,u) is a sum of non-negative terms, it can only be zero if each term is zero.
We choose to study the term

N
N 2
Ty(u):=(D_D4+D_u,fiD_D.D_u),; =h)_pj-1,2(D_DyD_u;)".
j=1
The difference equation D_D D_u; =0 has the general solution u; = a+jB+j*y where

«, B, and 7y are constants. Because T; (u) only depends on the ghost point values u_1, uy,
and uy 1, the boundary condition By (1) =0 gives the linear system

a—pB+v=0, (A.11)
a=0, (A.12)
a+(N+1)g+(N+1)%y=0. (A.13)

It is straight forward to see that this system only has the trivial solution a = =vy=0. We
conclude that Ty (1) =0 if and only if u =0. Hence, K; (1,u) =0 if and only if u =0.

Since ¢; = ¢(¢j) > eL > 0, the same arguments apply to the function Ko(v,u) =
(v,G(¢pp)u)j. This proves the lemma.

A.2 The artificial dissipation operator Q)

We apply the same technique as in Section A.1 and start by studying the boundary terms
due to the left boundary, using the scalar product (A.5). For a fourth order dissipation,
p=2, and we define w;= ajij+ D_u]-. We have,

(0,Qatt) o= (v, D4 D—w) o
Combining the first two summation by parts rules in (A.6) gives
(0,D+D_w)p=(D4+D_v,w)pg—voD_w1+woD_v;.

Because v satisfies the boundary condition Bsg(v) =0, we have vy =0. Therefore, the first
boundary term is zero. For the second boundary term we have D_v; =v;/h. It can be
further simplified because Bsg(u) =0, s0 u_1 =ug=0. Therefore, wy=cppou1/ h? and we
obtain .,

(v,Qau)) 0= (v,DyD_w)p= (D+D_v,apD+D_u)ho+vlulz—§0.
All terms on the right hand side are symmetric in u and v. Furthermore, they are non-
negative when u=v. Hence, there is a function Cy(u,v) that does not depend on the ghost

point values of u or v, such that
(v,Qau));0="Co(v,u), Co(u,v)=Co(v,u), Co(u,u)>0.

The influence of the right boundary can be analyzed in the same way. The same approach
applies to all dissipation operators of order 2p, p > 1. This proves the lemma.
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A.3 One-dimensional energy estimate

Assuming F(t) =0, we derive an energy estimate for (2.23) by forming the scalar product
between (i7" 1 —i"~1)®~! and (2.23) (note that ® is non-singular because ¢;>¢; >0). For
the left hand side, we get

L (onil _n1 g-1pg(ontl _oon_ n—1
— (a"H —a" e M(a" T —2a" +a" )
N? ( )hl
_ 1 n+l_ =n 51 n+tl_ —-n 1 -n_ =n—1 5—1 n_ =n—1
N (u ", & M(i i ))hl A2 (u ', e M(a" i ))hl (A.14)

Because the matrices K, ®, and M are symmetric, the first two terms on the right hand
side of (2.23) become

2
12 nl

N? A?
:<a”+1,—Ka”+1—£KM1<DKﬁ”> —(ﬁ”,—Kﬁ”l+1—£KM1<I>Kﬁ”1> ,  (A.15)

nl nl

where we have used @M~ '=M"1d.
To analyze the dissipative term (last term on the right hand side of (2.23)), it is helpful
to first consider an expression of the type (£+1,C7);1, where C = Cy,. We have

(X+7,CP)m = (£ +7,C(X+7))m — (T+7,CE)n.

Also, (¥+7,C)m = (%,C7)n1 + (7,C7)m- Because C is symmetric,

1 1 1 1
(f‘i‘?/cy)hl—§(f+yfc(f+g))h1—E(X‘F?/Cf)hl—i"i(fzcy)hl+§(?/Cy)h1
1 1 1
:E(J_H‘%C(?H‘y_))hl—E(f/Cf)h1+§(y_rC?)hl
Now take ¥=""!—7" and §=u"—i""'. The expression for the dissipative term in (2.22)
becomes
~n+1_ =n—1 =n_ =n—1
(= cy (a7 -07))
_1 n+1  =n—1 n+1  =n—1 1 ~n+1l_ =n n+l _ =n
_§< U ,C2p<u U )>h1_§(u —HCy (u —H ))m
+% <171”—171”_1,C2p (a”—a”—1>)hl. (A.16)

By inspection of the three terms (A.14), (A.15), and (A.16), it is natural to define the
discrete energy according to (2.25). After re-arranging the terms of (A.14), (A.15), and
(A.16), we arrive at the energy estimate (2.29).
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To analyze the properties of e"*1/2, we re-write the terms of (2.25) that involve K.
Because K is symmetric,

1 1
(@ K" g = g (@ i K@ i) ) — g (@ = K@ =)y

The same procedure applies to the terms involving the matrix KM ~'®K, which also is
symmetric because ®M~! = M~1®. The discrete energy ¢"+1/2 can therefore be grouped
into two terms

1 1. A? €
/2 (a”“—a”, <_<1>1M——1<+ LM I®K— ) (ﬂ”“—ﬂ”))
A% 4 48 2087 0

2
+ <a”+1 +a", <1K— ﬁKM—chK) (a1 +a”)>
T "

We have ¢"*1/2> 0 if both terms are positive. By taking @ ="+ — ", we see that the first
term is positive if (2.26) is satisfied. Setting @ =#1""1 47" shows that the second term is
positive if (2.27) is satisfied. This completes the proof.

A4 Anti-symmetry of D)

We first prove the corresponding lemma for the 1-D operator (A.2), where u and v are 1-D
grid functions satisfying the boundary conditions Bsg(#)=0 and By (v) =0. By expanding
the terms in the scalar product and rearranging them,

(U’D(xl)u) K1

1 N
=15 Y 0i(uio—8ui1+8uiy1— o)
i=1

N

1 1
) [_101+u10_1+uo(—8v14+v2) +vo(—8uy+uz) |+ o Y ui(—vi_p+80i1—80i11+0i42)
i=1
t4 [—uN120N —ONs2UN+UN+1(8ON —UN-1) +ON1(Bun —un_1)]. (A17)

The boundary terms are equal to zero because Bsg (1) =0 and Byg(v) =0 imply u_q =up=
v_1=v9=0and unir=un+1=9n+2=0N+1=0. Hence, we obtain

(U’D(xl)u> o (D("l)v,u>hl.

Trivial generalizations extend the proof to two-dimensional grid functions.
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A.5 Symmetry of the two-dimensional discretization

First, we need the following refinement of (3.23),

Ny

— <U,P(y)(y)u>h—thillvirlB(y)uirl, (A.18)
i=1

(U,G(y) (y)u) —_ (D(y)v,yD(y)u)

hw hw

which was proven in [17]. Here P(¥)(y) is an operator acting in the y-direction, which is
positive definite in the un-weighted scalar product (1,v)p,

Ny Ny

(woln=h"Y Y wioij.

i=1j=1

For details, see [17]. The identity corresponding to (A.18) for the operator in the x-
direction does not have a boundary term. The proof is a trivial generalization of the
result in Appendix A.1.

To prove (3.26), we introduce the grid functions u= (u(x), u(y))T, W= (w("), w(y))T
and write out the components of (3.26) as

7

1 1 1
— (™ = W O 1)
<W/ (P(x)(‘b(y) Lhu> . <w ’ (P(x)(,b(y) Lh u> hw"’ <w ’ (P(x)('b(]/) Lh u> hw. (A.19)

The first term on the right hand side is expanded as

1
(x) (u)
<w g u> o

_ <w<x>,LG<x) <¢(x> (2u+ A)) u(x)) " <w<x), D) AD(y)u(w)

P o o
+<w(x> D(wyD(x)u(y)) w1 cw <¢<y>y)u<x> (A.20)
' haw ’¢(x) hw/

where we have used that ¢*) does not depend on 17, and ¢¥) does not depend on ;.
Next the summation by parts identities are used on each term in (A.20). As shown in
Lemmas 2.1, 2.2, and 3.2, there are no boundary terms from operators in the x-direction.
The y-direction formulas are given in equations (3.24), (3.25), and (A.18). The resulting
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expression is

1
(x) (u)
<w g “) .,

(x)
__ (meml%(zﬁ ) D(x>u<x)> _ (w(x),qbi PO (p) (2514 A))um)
hw

_ (D(y)w(x),yD(")u(y)> _ <D<y>w<x>,ﬂ
hw

_ (D(x)w(x) AD(y)u(y))
! 4>(X)

()4, (x)
hw 'uD " )h

B (o D) o B ). (a21)
i

By performing a similar expansion of the second term on the right hand side of (A.19),
adding together the results, and completing the squares, we arrive at the final expression

1 Ny
_ (x) = pWy)(pW) (x)) _ (x)
(w ,¢(X)P (pWu)u >h hi;wz,l

1

) (A.22)

_<w(y)/ﬁp(x)(¢(x)y)u(y)> _<w<y>,pr<y>(¢<y>(2y“))u<y>> A
h

The boundary terms are

Ny 1
Ty=—hY w0l — (¢ ADOufy + 1 (21 + A1) B )

i=1 (Pl(x) !
N, )
—thl(,’i) Hia (quX)D(")u%)+¢§”B<”ufﬁ)) ) (A.24)
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which vanish under the homogeneous boundary condition (3.15)—(3.16), because (ng ) =1.
Hence, we have
Sh(w,u) = —Eh —Ph.

Here E; is an approximation of the spatial terms in the elastic energy (3.8), and P, is
symmetric in its arguments and positive definite.
The dissipation operator can similarly be expanded into the four terms

1
<WIWQ2p(u)>hw
1 1
:<w(x),_Q§p>(a<x>p)u<x>> +<w(x>, Q%)(‘T(y)m”(x)>
hw

W) ) o
1 1
N <w<y>le§p> (U(x>p)u(y)>h +<w(y),¢(x) Qo (U(wp)u(y))h , (A.25)

By applying Lemma 2.2 to each term, we see that the expression is symmetric and positive
semi-definite. Note that although Lemma 2.2 holds in the unweighed norm, and (A.25)
uses the weighted norm, there is no difficulty because the y-direction operators in (A.25)
are zero near the boundary 7 =0, where the norm is weighted.
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