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SOME MULTISCALE RESULTS USING LIMITED GLOBAL

INFORMATION FOR TWO-PHASE FLOW SIMULATIONS

LIJIAN JIANG, JØRG E. AARNES, AND YALCHIN EFENDIEV

Abstract. In this paper, we present the analysis of recently introduced mul-

tiscale finite element methods that employ limited global information. In par-

ticular, these methods use single-phase flow information for the construction

of more accurate solution for two-phase immiscible flow dynamics in hetero-

geneous porous media. We consider the analysis of Galerkin multiscale finite

element method as well as mixed multiscale finite element method. Our anal-

ysis assumes that the fine-scale features of two-phase flow dynamics strongly

depend on single-phase flow. Under this assumption, we present the analysis

of multiscale finite element methods that use single-phase flow information.

Numerical results are presented which demonstrate that MsFEM using lim-

ited global information is more accurate and converges as the coarse mesh size

decreases.

Key Words. Galerkin multiscale finite element method, mixed multiscale

finite element method, global information, two-phase flows

1. Introduction

Subsurface flows are often affected by heterogeneities in a wide range of length
scales. It is therefore difficult to resolve numerically all of the scales that impact
transport. Typically, upscaled or multiscale models are employed for such systems.
The main idea of upscaling techniques is to form coarse-scale equations with a pre-
scribed analytical form that may differ from the underlying fine-scale equations. In
multiscale methods, the fine-scale information is carried throughout the simulation
and the coarse-scale equations are generally not expressed analytically, but rather
formed and solved numerically.

Our purpose in this paper is to analyze multiscale finite element methods for two-
phase immiscible flows that employ single-phase flow information. A multiscale
finite element method was first introduced in [19] and takes its origin from the
pioneering work [9]. Its main idea is to incorporate the small-scale information
into finite element basis functions and capture their effect on the large scale via
finite element computations. The multiscale method in [19] shares some similarities
with a number of multiscale numerical methods, such as residual free bubbles [10,
26], variational multiscale method [20], two-scale finite element methods [25], two-
scale conservative subgrid approaches [4]. We remark that special basis functions
in finite element methods have been used earlier in [9, 7]. The multiscale finite
element methodology has been modified and successfully applied to two-phase flow
simulations in [21, 13, 1] and extended to nonlinear partial differential equations
[18, 17].
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Recently, a number of upscaling and multiscale approaches that employ single-
phase flow information in upscaling two-phase flow problems have been introduced.
For example, in [12], the authors propose adaptive local-global technique that em-
ploys the solution of single-phase flow problem for computation of accurate up-
scaled properties. In [1] and later in [16], the single-phase flow solution is used
to construct multiscale basis functions for accurate simulations of two-phase flow
equations. The goal of this paper is to provide analysis of two multiscale finite ele-
ment methods that use single-phase flow information to construct basis functions.
These multiscale techniques have advantages if the fine-scale features of two-phase
flow dynamics strongly depend on single-phase flow. In particular, we assume that
two-phase flow pressure dynamics strongly depends on single-phase flow pressure.
This assumption is shown for channelized permeability in [16]. The convergence
rate of multiscale finite element method is obtained under this assumption. We
analyze both Galerkin multiscale finite element method as well as mixed multiscale
finite element method.

In the paper, we present numerical results which demonstrate that MsFEM using
limited global information is more accurate compared to MsFEM which only uses
local information to construct basis functions. Moreover, MsFEM with limited
global information converges as the coarse mesh size decreases. In our numerical
results, the permeability fields from SPE Comparative Solution Project [15] (also
known as SPE 10) is used. These permeability fields have channelized structure
and a large contrast. Because of channelized structure of the permeability fields,
the localized approaches do not perform well. Our numerical results show that one
can achieve high accuracy if MsFEM with limited global information is used.

The paper is organized as follows. In the next section, we present a brief dis-
cussion of two-phase flow and single-phase flow equations and a brief description of
main results. Section 3 is devoted to the analysis of Galerkin multiscale finite ele-
ment method. In Section 4, we present analysis for mixed multiscale finite element
method. In section 5, we present numerical results.

2. Motivation

In this section, we briefly present single-phase and two-phase flow equations
neglecting the effects of gravity, compressibility, capillary pressure and dispersion
on the fine scale. Porosity, defined as the volume fraction of the void space, will
be taken to be constant and therefore serves only to rescale time. The two phases
will be referred to as water and oil and designated by the subscripts w and o,
respectively. We can then write Darcy’s law, with all quantities dimensionless, for
each phase j as follows:

(1) vj = −λj(S)k∇p,

where vj is phase velocity (j = w, o), S is water saturation (volume fraction), p
is pressure, λj = krj(S)/µj is phase mobility, where krj and µj are the relative
permeability and viscosity of phase j respectively, and k is the permeability tensor,
which is here taken to be diagonal.

Combining Darcy’s law with conservation of mass, div(vw +vo)=0, allows us to
write the flow equation in the following form

(2) div(λ(S)k∇p) = f,

where the total mobility λ(S) is given by λ(S) = λw(S)+λo(S) and f is the source
term which represents wells. The saturation dynamics affects the flow equations.
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One can derive the equation describing the dynamics of the saturation

(3)
∂S

∂t
+ div(F) = 0,

where F = vf(S), with f(S), the fractional flow of water, given by f = λw/(λw +
λo), and the total velocity v by:

(4) v = vw + vo = −λ(S)k∇p.

In the presence of capillary effects, an additional diffusion term is present in (3).
For the case of single-phase flow and unit mobility ratio, we have krw = S,

kro = 1 − S and µw = µo. As a result, λ(S) = 1/µw = 1/µo, f(S) = S and the
flow equation reduces to

div(k∇psp) = f.

The saturation equation reduces to the linear advection pollutant transport equa-
tion.

As mentioned in Introduction, for the analysis of multiscale finite element meth-
ods, we will assume that the fine-scale features of two-phase flow strongly depend
on single-phase flow in each coarse block. We stress that our goal is to understand
mathematically, and find sufficient conditions when single-phase flow based multi-
scale methods are accurate. Since rigorous theory of two-phase flow dynamics is not
well understood, we resort to assumptions to justify the efficiency of single-phase
flow based multiscale methods.

Next, we briefly describe some of our main results and assumptions. As shown
in [16], the pressure equation can be written in a coordinate system defined by
the streamfunction ψ and the pressure p at initial time; i.e., η = ψ(x, t = 0) and
ζ = p(x, t = 0) = psp(x). We restrict ourselves to two dimensions. Then the
equation for the pressure can be written in the (η, ζ) coordinate system as

(5)
∂

∂η

(

k2λ(S)
∂p

∂η

)

+
∂

∂ζ

(

λ(S)
∂p

∂ζ

)

= 0.

Assuming that the the permeability has strong channelized feature and the variation
within the channel (in the η direction) is weak, that S = 0 at initial time, and that
the imposed global boundary conditions result in high flow within the channel (this
is fairly typical), it was shown in [16] that

p(η, ζ, t) = p̂(ζ, t) + high order terms,

where p̂(ζ, t) is the dominant pressure. Note that this result is shown when λ
is smooth. This result indicates that the pressure (which varies in time due to
saturation effects) depends strongly on the initial pressure ζ; i.e., the leading order
term in the asymptotic expansion is a function of initial pressure and time only.
Our main assumption is that the two-phase flow pressure at any time satisfies:

(6) p(x, t) = p̂(psp, t) + high order terms.

We note that (6) does not hold when λ has discontinuities. In this case, our results
hold away from the sharp interfaces and one can localize the interface by updating
some basis functions. Our numerical results show that this update does not improve
the results substantially. We believe this is because that the jump discontinuities
in λ is small compared to heterogeneities in porous media, the effects of which we
capture using limited global information.

Next, we briefly present a numerical results to demonstrate the efficiency of the
proposed approach. In Table 1, the relative L1 errors of the saturation are com-
pared for MsFEM with global information and MsFEM which does not use limited
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global information. Our fine-scale field is 60 × 220 and the permeability fields are
taken from SPE Comparative Solution Project [15] (also known as SPE 10). These
permeability fields have channelized structure and difficult to upscale. One can see
from this table that MsFEM using limited global information is more accurate and
converges as the coarse mesh size decreases. On contrary, MsFEM which only uses
local information does not converge as the coarse mesh size decreases, The details
of the numerical results can be found in Section 5.

Table 1. Relative saturation errors (layer=40, µw

µ0
= 1/3)

coarse grid saturation error saturation error
(global) (local)

6 × 10 0.0512 0.2755
12 × 11 0.0435 0.3459
12 × 22 0.0370 0.3158

3. Galerkin multiscale finite element methods

3.1. Galerkin multiscale finite element method with limited global in-

formation. The key idea of the method is the construction of basis functions on
coarse grids that capture small-scale information. The basis functions are con-
structed from the solution of the leading order homogeneous elliptic equation on
each coarse element with some specified boundary conditions. For further analy-
sis, K denotes a generic coarse element and τh is a quasi-uniform family of coarse
elements. Thus, if we consider a coarse element K that has d vertices xj , the local
basis functions φi, i = 1, · · · , d are set to satisfy the following elliptic problem







div(k(x)∇φKi ) = 0 in K
φKi = dKi on ∂K,

φKi (xj) = δij ,
(7)

where δij = 1 if i = j and δij = 0 if i 6= j.
In previous findings, the function dKi for each i has been defined in various ways,

e.g., it is chosen to vary linearly along ∂K, or to be the solution of a local one-
dimensional problems [21]. A solution of the problem in a slightly larger domain has
also been used to define boundary conditions [19]. It can be shown that if dKi varies
linearly along ∂K, then the multiscale finite element method for two-phase flow has
a resonance error as in the case of standard multiscale finite element methods (see
[19]).

We would like to note that an approximate solution of (7) can be used. For
example, in the case of periodic or scale separation cases, the basis functions can
be approximated using homogenization expansion (see [16]). This type of simplifi-
cation is not applicable for problems considered in this paper.

Next, we briefly describe multiscale finite element method using information
from a single-phase flow solution. For simplicity, we restrict ourselves to the two
dimensional case. For this method, dKi is the linear interpolation of psp using the
values of psp(xj)(j = 1, · · · , d) [16]. In particular, for each element K (see Figure
1) with vertices xi (i = 1, ..., d) denote by φKi (x) a restriction of the nodal basis
on K, such that φKi (xj) = δij . At the edges where φKi (x) = 0 at both vertices, we
take boundary condition for φKi (x) to be zero. Consequently, the basis functions
are localized. We only need to determine the boundary condition at two edges that
have the common vertex xi (φKi (xi) = 1). Denote these two edges by [xi−1,xi]
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Figure 1. Schematic description of basis function

and [xi,xi+1]. We only need to describe the boundary condition, dKi , for the basis
function φKi , along the edges [xi,xi+1] and [xi,xi−1]. If p

sp(xi) 6= psp(xi+1), then

dKi (x)|[xi,xi+1] =
psp(x)− psp(xi+1)

psp(xi)− psp(xi+1)
, dKi (x)|[xi,xi−1] =

psp(x)− psp(xi−1)

psp(xi)− psp(xi−1)
.

The case psp(xi) = psp(xi+1) 6= 0 and others can also be described (see [16]).
We define the Galerkin finite element space by

(8) Vh = span{φKi : 1, · · · , d;K ∈ τh}.

The weak formulation of (2) is to seek ph ∈ Vh such that

(9) (λk∇ph,∇qh) = (f, qh) for any qh ∈ Vh,

where (·, ·) denotes inner product in L2. In this case, we have the Cea’s estimate
[14]

(10) |p− ph|1,Ω ≤ C inf
qh∈Vh

|p− qh|1,Ω,

where p is the solution of two-phase flow (2) and ph is the numerical solution defined
in (9). Throughout, we denote by ‖ · ‖m,Ω and | · |m,Ω Hm(Ω) norm and semi-norm,
respectively and C denotes a generic constant independent of mesh size. Using
(10), one can show psph = psp in each coarse block K (see [16]) for the case with
zero source term and non-zero boundary conditions. If the source term is not zero
and in L2(Ω), it can be easily shown that |psph − psp|1,Ω ≤ Ch‖f‖0,Ω.

3.2. Error analysis for Galerkin MsFEM. We will use the following assump-
tion.

Assumption G. There exists G(η) sufficiently smooth (G ∈W 3, 2s
s−4 , s > 4 ), such

that

(11) |p−G(psp)|1,Ω ≤ Cδ,

where δ is sufficiently small.
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Note that G is defined on a bounded interval because psp is a bounded function.
Following standard practice of finite element estimation, we seek qh = ciφ

K
i ,

where φKi are single-phase flow based multiscale finite element basis functions.
Throughout the paper, we assume there is a summation over repeated indices. Then
from (10), we have

(12) |p− ph|1,Ω ≤ |p−G(psp)|1,Ω + |G(psp)− ciφ
K
i |1,Ω.

Next, we present an estimate for the second term. We choose ci = G(psp(xi)),
where xi are vertices of K. Furthermore, using Taylor expansion of G around pK ,
which is the average of psp over K,

G(psp(xi)) = G(pK) +G′(pK)(psp(xi)− pK)

+ (psp(xi)− pK)2
∫ 1

0

sG′′(psp(xi) + s(pK − psp(xi)))ds.
(13)

Then we have in each K,

ciφ
K
i = G(pK)

∑

i

φKi +G′(pK)(psp(xi)− pK)φKi

+ (psp(xi)− pK)2φKi

∫ 1

0

sG′′(psp(xi) + s(pK − psp(xi)))ds

= G(pK) +G′(pK)(psp(xi)φ
K
i − pK)

+ (psp(xi)− pK)2φKi

∫ 1

0

sG′′(psp(xi) + s(pK − psp(xi)))ds.

(14)

In the last step, we have used
∑

i φ
K
i = 1. Similarly, in each K,

G(psp(x)) = G(pK) +G′(pK)(psp(x) − pK)

+ (psp(x)− pK)2
∫ 1

0

sG′′(psp(x) + s(pK − psp(x)))ds.
(15)

Using (14) and (15), we get

|G(psp)− ciφ
K
i |1,K ≤ |G′(pK)(psp(x)− psp(xi)φ

K
i )|1,K

+ |(psp(xi)− pK)2φKi

∫ 1

0

sG′′(psp(xi) + s(pK − psp(xi)))ds|1,K

+ |(psp(x)− pK)2
∫ 1

0

sG′′(psp(x) + s(pK − psp(x)))ds|1,K .

(16)

Since |psp(x) − psp(xi)φ
K
i |1,K ≤ Ch‖f‖0,K , the estimate of the first term is the

following
|G′(pK)(psp(x)− psp(xi)φ

K
i )|1,K ≤ Ch‖f‖0,K.

For the second term on the right hand side of (16), assuming psp(x) ∈ W 1,s(Ω)
(s > 4), we have

|(psp(xi)− pK)2φKi

∫ 1

0

sG′′(psp(xi) + s(pK − psp(xi)))ds|1,K

≤ Ch|psp|21,4,K |psp|1,K

≤ Ch|psp|21,4,K .

(17)

where we have used the assumption |φKi |1,K ≤ C and the Sobolev space imbedding
W 1,s ⊂W 1,4 (s > 4). Here, we have used the inequality (e.g., [3])

|u(x)− u(y)| ≤ C|x− y|1−2/s|u|1,s,K .
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For the third term on the right hand side of (16), smoothness assumption of G
and a straightforward calculation give rise to

|(psp(x)− pK)2
∫ 1

0

sG′′(psp(x) + s(pK − psp(x)))ds|1,K

≤ ‖(psp(x)− pK)2∇psp(x)

∫ 1

0

(1 − s)sG′′′(psp(x) + s(pK − psp(x)))ds‖0,K

+ ‖2(psp(x) − pK)∇psp(x)

∫ 1

0

sG′′(psp(x) + s(pK − psp(x)))ds‖0,K

≤ Ch2−2/s‖∇psp‖30,s,K‖G′′′‖0, 2s
s−4

,K + Ch1−2/s|psp|1,s,K |psp|1,K

≤ Ch2−2/s‖∇psp‖30,s,K + Ch1−2/s|psp|1,K ,

(18)

where we have used Höld inequality in the second step.
Combining the above estimates, we have for (16),

(19) |G(psp)− ciφ
K
i |1,K ≤ C(h|psp|21,4,K + h2−2/s + h1−2/s|psp|1,K + h‖f‖0,K).

Summing (19) over all K and taking into account Assumption G, we have

|p− ph|1,Ω ≤ C(δ + h1−2/s + h|psp|21,4,Ω + h1−2/s|psp|1,Ω + h‖f‖0,Ω)

≤ C(δ + h1−2/s + h|psp|21,s,Ω + h1−2/s|psp|1,s,Ω + h‖f‖0,Ω)
(20)

Consequently, if s > 4 (see e.g., [6]) single-phase flow based multiscale finite element
method converges and we have the following theorem.

Theorem 3.1. Under Assumption G and psp ∈ W 1,s(Ω) (s > 4), multiscale finite
element method converges with the rate given by (20).

Remark 3.1. We can relax the assumption on G. In particular, it is sufficient
to assume G ∈ W 2,m (m ≥ 1). In this case, the proof can be carried out using
Taylor polynomials in Sobolev spaces. Also, if we assume ∇psp ∈ L∞(Ω), then the
convergence rate in (20) is Cδ + Ch.

Remark 3.2. The multiscale finite element methods considered above employ in-
formation from only one single-phase flow solution. In general, depending on the
source term, boundary data, and mobility λ(S) (if it contains sharp variations), it
might be necessary to use information from multiple global solutions for the compu-
tation of accurate two-phase flow solution. The previous multiscale finite element
methods can be extended to take into account additional global information. We can
utilize the framework of partition of unity method [8] and construct basis function
in each “patch” [8] by using multiple global functions. Let p1, p2,..., pN are the
global functions such that |p−G(p1, p2, ..., pN )|1,Ω is sufficiently small, then we can
show that

|p− ph|1,Ω ≤ Cδ + Ch1−2/s

for the proposed partition of unity method using multiple global functions. The
details and proof can be found in [22].

4. Mixed multiscale finite element methods

4.1. Mixed multiscale finite element with limited global information. For
simplicity, we assume Neumann boundary conditions. First, we review the mixed
multiscale finite element formulation following [13] (see also [4], [1], and [5]). We
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can rewrite two-phase flow equation as






(λk)−1u−∇p = 0 in Ω
div(u) = 0 in Ω

λ(x)k(x)∇p · n = g(x) on ∂Ω.
(21)

The variational problem associated with (21) is to seek (u, p) ∈ H(div,Ω)×L2(Ω)/R
such that u · n = g on ∂Ω and

((λk)−1u,v) + (divv, p) = 0 ∀v ∈ H0(div,Ω)

(divu, q) = 0 ∀q ∈ L2(Ω)/R.
(22)

where

H0(div,Ω) = {v ∈ H(div,Ω)|v · n = 0}.

By defining

(23) a(u,v) = ((λk)−1u,v), b(v, q) = (divv, q),

we can rewrite the weak formulation as

a(u,v) + b(v, p) = 0 ∀v ∈ H0(div,Ω),

b(u, q) = 0 ∀q ∈ L2(Ω)/R.

Let Vh ⊂ H(div,Ω) and Qh ⊂ L2(Ω)/R be finite dimensional spaces and V0
h =

Vh ∩H0(div,Ω). The numerical approximation problem associated with (22) is to
find (uh, ph) ∈ Vh×Qh such that uh ·n = gh on ∂Ω, where gh = g0,h ·n on ∂Ω and
g0,h =

∑

e∈{∂K
⋂

∂Ω,K∈τh}
(
∫

e gds)Ne, Ne ∈ Vh is corresponding basis function to

edge e,

((λk)−1uh,vh) + (divvh, ph) = 0 ∀vh ∈ V0
h

(divuh, qh) = 0 ∀qh ∈ Qh.
(24)

One can define a linear operator Bh : V0
h → Q′

h by b(uh, qh) = (Bhuh, qh).
Suppose that the following conditions are satisfied

a(uh,uh) is kerBh − coercive(25)

inf
qh∈Qh

sup
vh∈Vh

b(vh, qh)

‖vh‖H(div,Ω)‖qh‖L2(Ω)
≥ C.(26)

Then the following approximation property follows (see e.g., [11]).

Lemma 4.1. If (u, p) and (uh, ph) respectively solve the problem (22) and (24)
and the conditions (25) and (26) hold, then
(27)
‖u− uh‖H(div,Ω) + ‖p− ph‖0,Ω ≤ inf

vh∈Vh

vh−g0,h∈V0
h

‖u− vh‖H(div,Ω) + inf
qh∈Qh

‖p− qh‖0,Ω.

Following [13, 4], one can construct multiscale basis functions for velocity in each
coarse block K

div(k(x)∇wK
i ) =

1

|K|
in K

k(x)∇wK
i nK =

{

gKi on eKi
0 else,

(28)

where eKi are the edges ofK. If gKi = 1
|eK

i
|
, then we get the standard mixed MsFEM

velocity basis ΨK
i = k(x)∇wK

i [13].
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Next we present a mixed multiscale finite element method that employs single-
phase flow information. Suppose that psp solves the single-phase flow equation. We
set bKi = (k∇psp|eK

i
) ·nK and assume that bKi is uniformly bounded. Then the new

basis functions for velocity is constructed by solving the following problems (28)
with gKi = bKi /β

K
i , where βK

i =
∫

eK
i

k∇psp ·nKds. For further analysis, we assume

that βK
i 6= 0. In general, if βK

i = 0 one can use standard mixed multiscale finite
element basis functions. Let NK

i = k(x)∇wK
i and the multiscale finite dimensional

space V0
h for velocity be defined by

Vh =
⊕

K

{NK
i } ⊂ H(div,Ω),

V0
h = Vh ∩H0(div,Ω).

First, we will show that the resulting multiscale finite element solution for ve-
locity is exact for single-phase flow (i.e., λ(x) = 1). Let vh|K = βK

i NK
i , then βK

i is
the interpolation value of the fine scale solution. Furthermore, a direct calculation
yields (vh|eK

i
) · nK = k∇psp · nK . Since

divvh = βK
i divN

K
i =

1

|K|

∫

∂K

k∇psp · nKds =
1

|K|

∫

K

div(k∇psp)dx = 0,

the following equation is obtained immediately

divvh = 0 in K(29)

vh · nK = k∇psp · nK on ∂K(30)

Since div(k∇psp) = 0, we get vh = k∇psp and the following proposition.

Proposition 4.2. Let βK
i =

∫

eK
i

k∇psp · nKds, then on each coarse block K

(31) k∇psp = βK
i NK

i .

For the mixed MsFEM using single phase flow information, we assume that (25)
and (26) hold. The proof can be found in [22] under some assumptions. We will
focus on the approximation analysis in the following subsection. We note that more
general analysis results are presented in [2, 23] when δ = 0 (see 32). In fact, this
paper was written before [2, 23].

4.2. Error analysis. First, we re-formulate our assumption for the analysis of
mixed multiscale finite element methods. From (11), it follows that

‖∇p−G′(psp)∇psp‖0,Ω ≤ Cδ.

Using the fact that k and λ(x) are bounded, we have

‖λ(x)k∇p−G′(psp)λ(x)k∇psp‖0,Ω ≤ Cδ.

Noting that u = λ(x)k∇p and usp = k∇psp, it follows that there exists a coarse-
scale scalar function A(x) such that

(32) ‖u−A(x)usp‖0,Ω ≤ δ.

Since A(x)usp approximates u, we assume that it has small divergence,

(33) |

∫

K

div(A(x)usp)dx| ≤ Cδ1h
2

in each K, where δ1 is a small number. For our analysis, we note that (33) gives

(34) |

∫

∂K

A(x)uspnKds| ≤ Cδ1h
2.
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We will assume that A(x) ∈ Cγ (Höld continuous function). (34) can be written as

(35) |
∑

i

Ai

∫

eK
i

uspnKds| ≤ Cδ1h
2.

HereAi’s are defined asAi =
∫

eK
i

A(x)uspnKds/
∫

eK
i

uspnKds, since
∫

eK
i

uspnKds =

βK
i 6= 0. Note that not for any A(x), Ai is necessarily a value of A(x) along the

edge eKi because uspnK can change sign. However, we only need to define A(x)
for each edge by its value Ai (e.g., the value of A(x) at the center of edge). Then,
for any such A(x), (32) is satisfied provided δ < hγ . This can be directly verified.
Thus, our main assumption will be (32) and (35), where A(x) is defined, for exam-
ple, at the center of each edge eKi . We would like to note that from the fact that
div(A(x)usp) is small in each K, it follows that A(x), for example, can be taken as
an approximation of stream function corresponding to usp.

Next, we present our error analysis. Based on (27), we estimate ‖u−cKi Ni‖H(div,Ω)

with appropriate cKi .

‖u− cKi NK
i ‖H(div,Ω) ≤ ‖u− cKi NK

i ‖0,Ω + ‖div(cKi NK
i )‖0,Ω.(36)

Because div(NK
i ) = 1/|K|, the second term is equal to 1

h (
∑

K |
∑

i c
K
i |2)

1
2 . Next,

we choose cKi = Aiβ
K
i . Then, noticing that βK

i =
∫

eK
i

uspnKds, we have from (35)

|
∑

i

cKi | ≤ Cδ1h
2

for each K. Consequently, for the second term on the right hand side of (36), we
have

‖div(cKi NK
i )‖0,Ω ≤ Cδ1.

For the estimation of the first term on the right hand side of (36), we have

‖u−cKi NK
i ‖0,K ≤ ‖u−A(x)usp‖0,K + ‖A(x)usp − cKi NK

i ‖0,K

≤ ‖u−A(x)usp‖0,K + ‖(A(x) −AK)usp‖0,K + ‖AKusp −Aiβ
K
i NK

i ‖0,K

≤ ‖u−A(x)usp‖0,K + ‖A(x)−AK‖∞,K‖usp‖0,K + ‖(AK −Ai)β
K
i NK

i ‖0,K

≤ ‖u−A(x)usp‖0,K + ‖A(x)−AK‖∞,K‖usp‖0,K + C|AK −Ai|h,

(37)

where AK is the mean of Ai. Here, we have taken into account that |βi| ≤ Ch,
Proposition 4.2 and ‖NK

i ‖0,K ≤ C [13, 22] ( the proof and a generalized version of
the estimate for velocity basis function can be found in [2]). Summing (37) over all
K and taking into account A(x) ∈ Cγ , we have

‖u− ciNi‖0,Ω ≤ Cδ + Chγ .

Thus, we have the following estimate

‖u− cKi NK
i ‖H(div,Ω) ≤ Cδ + Cδ1 + Chγ .

According to (27), for those K with ∂K
⋂

∂Ω 6= 0, we will adjust proper cKi such
that cKi NK

i − g0,h ∈ V0
h, but this adjustment will not affect our convergence rate.

As for pressure approximation, choosing qh = 〈p〉K in each K, where 〈·〉K denotes
the average over K, we use Poincare-Friedrichs inequality and obtain an estimate
for the second term on right hand side of (27) by Ch (cf. [13]). Then we have the
following theorem.
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Theorem 4.3. Assume (32) and (35) and A(x) ∈ Cγ . Let (u, p) and (uh, ph)
respectively solve the problem (22) and (24) with single-phase flow based mixed
multiscale finite element, then

(38) ‖u− uh‖H(div,Ω) + ‖p− ph‖0,Ω ≤ Cδ + Cδ1 + Chγ + Ch.

5. Numerical Results

In this section, we present numerical results for permeability fields from SPE
Comparative Solution Project [15] (also known as SPE 10). These permeabil-
ity fields have channelized structure and a large contrast. Because of channelized
structure of the permeability fields, the localized approaches do not perform well.
We will show that if one uses of limited global information based on single-phase
flow information in constructing multiscale basis functions, then the numerical ap-
proximation on the coarse grid becomes more accurate.

In our numerical results, we consider two-phase flow and transport as formulated
in Section 2. We compare the saturation fields and water-cut data as a function
of pore volume injected (PVI). The water-cut is defined as the fraction of water in
the produced fluid and is given by qw/qt, where qt = qo + qw, with qo and qw being
the flow rates of oil and water at the production edge of the model. In particular,
qw =

∫

∂Ωout f(S)v ·nds, qt =
∫

∂Ωout v ·nds, where ∂Ω
out is the outer flow boundary.

Pore volume injected, defined as PV I = 1
Vp

∫ t

0
qt(τ)dτ , with Vp being the total pore

volume of the system, provides the dimensionless time for the displacement. The
permeability field k(x) is given on 60× 220 fine grid and different coarse grids are
used in two-phase flow simulations without updating basis functions. We consider
a traditional quarter five-spot problem (e.g., [1]), where the water is injected at left
top corner and oil is produced at the right lower corner of the rectangular domain.
In all numerical simulations, mixed multiscale basis functions are constructed once
in the beginning of the computations.

In our simulations, we consider 6 × 10, 12 × 11 and 12 × 22 coarse grids and
pick three different layers, layer 40, 50 and 70, of SPE 10. For these cases, we
compare the relative water-cut error (in L2) and the relative saturation error (in
L1) by utilizing the local mixed MsFEM and the mixed MsFEM using limited global
information from single phase flow. Table 2, 3, 4 show the numerical values of the
relative water-cut errors and relative saturation errors for different coarse grids and
layers. In the tables MMsfem stands for mixed MsFEM. In these numerical results,
the viscosity ratio is taken to be µw

µo
= 1

3 . One can observe from these tables that the

errors of MsFEM using limited global information is almost an order of magnitude
smaller than those for MsFEM using only local information. Moreover, MsFEM
using limited global information converges as the coarse mesh size decreases, while
MsFEM using local information does not converge and exhibits the resonance error.
In Tables 5, 6 and 7, we present the relative water-cut and the relative saturation
errors for high visicosity ratio µw

µo
= 1

10 . These numerical results are consistent

with those for lower viscosity ratio. Though the accuracy of MsFEM with global
information deteriorates slightly, it is still more accurate compared to MsFEM with
local information and converges as the mesh size decreases.

In Figure 2, the saturation profiles at PV I = 1 for layer 50 are compared. The
simulations are run with 12 × 11 coarse grid and µw

µo
= 1/3. It is evident from

this figure that MsFEM using global information captures the fine-scale features
accurately. On the other hand, local MsFEM solution is not very accurate. In
Figure 3, the relative saturation errors from PV I = 0 to PV I = 1 are plotted.
This figure clearly demonstrates that MsFEM using global information is accurate
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Figure 2. Comparison of saturation between reference solution
and MsFEM solution at PV I = 1, layer=50, 12×11 coarse grid and
µw

µo
= 1/3; Top: The reference saturation; Middle: The saturation

using global mixed MsFEM; Bottom: Multiscale saturation using
local mixed MsFEM.

throughout the simulation. Figure 4 provides the comparison of water-cut curves
between the reference, local mixed MsFEM and global mixed MsFEM. We observe
that there is almost no difference between the reference and global mixed MsFEM
water-cut curves. These observations are consistent for all other layers, coarse
grids and viscosity ratios µw

µo
. For example, in Figures 5, 6, and 7, we present the

saturation profiles at PV I = 1, saturation errors and water-cut curves for the case
µw

µo
= 1/10.

It is clear from these figures that the use of the global information in mixed
multiscale finite element methods gives us more accurate approximation. The pre-
sented numerical results convincingly show that one can use a single phase flow
solution to construct basis functions that can be employed for solving two-phase
flow and transport on the coarse grid accurately.

Next, we discuss the convergence of global mixed MsFEM with limited global
information. For this reason, we consider different coarse grids, 6×10, 12×11, and
12× 22 for the previous examples. As our convergence analysis indicates that the
proposed method converges upto a small parameter δ which represents how well
two-phase velocity field can be approximated by single-phase velocity field in each
coarse patch. Table 2 - 7 show that as the coarse mesh size decreases the error
decreases. This confirms our convergence analysis for the global MsFEM. We note



SOME MULTISCALE RESULTS USING GLOBAL INFORMATION 127

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

PVI time

relative saturation error

 

 
global mixed MsFEM
local mixed MsFEM

Figure 3. Relative saturation error, layer=50, 12×11 coarse grid
and µw

µo
= 1/3
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Figure 4. Water-cut curve, layer=50, 12 × 11 coarse grid and
µw

µo
= 1/3

that this is in contrast to standard MsFEM where one can observe the resonance
error in the form ǫ/h. As a result, the standard mixed MsFEM does not converge
as h approaches to zero. More numerical results can be found in [22].
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Figure 5. Comparison of saturation between reference solution
and MsFEM solution at PV I = 1, layer=50, 12×11 coarse grid and
µw

µo
= 1/10; Top: The reference saturation; Middle: The saturation

using global mixed MsFEM; Bottom: Multiscale saturation using
local mixed MsFEM.
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Figure 6. Relative saturation error, layer=50, 12×11 coarse grid
and µw

µo
= 1/10
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Table 2. Relative Errors (layer=40, µw

µ0
= 1/3)

coarse grid water-cut error saturation error water-cut error saturation error
global MMsfem global MMsfem local MMsfem local MMsfem

6 × 10 0.0144 0.0512 0.1172 0.2755
12 × 11 0.0093 0.0435 0.2057 0.3459
12 × 22 0.0039 0.0370 0.1867 0.3158

Table 3. Relative Errors (layer=50, µw

µ0
= 1/3)

coarse grid water-cut error saturation error water-cut error saturation error
global MMsfem global MMsfem local MMsfem local MMsfem

6 × 10 0.0129 0.0871 0.1896 0.5061
12 × 11 0.0055 0.0753 0.1806 0.5032
12 × 22 0.0046 0.0568 0.1702 0.4578

Table 4. Relative Errors (layer=70, µw

µ0
= 1/3)

coarse grid water-cut error saturation error water-cut error saturation error
global MMsfem global MMsfem local MMsfem local MMsfem

6 × 10 0.0106 0.0562 0.0408 0.2291
12 × 11 0.0081 0.0483 0.0863 0.2858
12 × 22 0.0039 0.0421 0.0976 0.2530

Table 5. Relative Errors (layer=40, µw

µ0
= 1/10)

coarse grid water-cut error saturation error water-cut error saturation error
global MMsfem global MMsfem local MMsfem local MMsfem

6 × 10 0.0080 0.0534 0.0902 0.2721
12 × 11 0.0056 0.0491 0.1382 0.3472
12 × 22 0.0026 0.0403 0.1414 0.3153

Table 6. Relative Errors (layer=50, µw

µ0
= 1/10)

coarse grid water-cut error saturation error water-cut error saturation error
global MMsfem global MMsfem local MMsfem local MMsfem

6 × 10 0.0049 0.0957 0.1577 0.5137
12 × 11 0.0042 0.0850 0.1499 0.5063
12 × 22 0.0041 0.0628 0.1404 0.4613

Table 7. Relative Errors (layer=70, µw

µ0
= 1/10)

coarse grid water-cut error saturation error water-cut error saturation error
global MMsfem global MMsfem local MMsfem local MMsfem

6 × 10 0.0044 0.0629 0.0280 0.2262
12 × 11 0.0027 0.0522 0.0576 0.2736
12 × 22 0.0025 0.0473 0.0678 0.2397
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Figure 7. Water-cut curve, layer=50, 12 × 11 coarse grid and
µw

µo
= 1/10

6. Conclusions

In this paper, we present analysis and numerical results of multiscale finite ele-
ment methods. These methods employ limited global information from the solution
of a single-phase flow problem to construct accurate solutions of two-phase immis-
cible flow in heterogeneous porous media. Our analysis assumes that the fine-scale
features of two-phase flow dynamics strongly depend on the single-phase flow. Un-
der this assumption, we derive convergence rate for multiscale finite element meth-
ods. Our numerical results show that MsFEMs using single-phase information give
more accurate results and converge as the coarse mesh size decreases.
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